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 چکیده
نبرد، به شمار می رود. محیط دینامیک و پیچیده، لازم می دارد تا فرایند  ارزیابی تهدید، یکی از ارکان اصلی سیستم های فرماندهی و کنترل در صحنه

استفاده از سیستمهای خبره به عنوان سیستمهای تصمیم یار، فرمانده را در اتخاذ سریعتر  ارزیابی، در سریع ترین زمان ممکن و  با بهترین دقت انجام گردد.

برای طراحی سیستم خبره  یک مدل تحلیلی قاعده مبنا روش های احتمالاتی و قاعده مبنا، ترکیبساس بر ا در این مقاله، تصمیم صحیح، یاری می نماید.

پارامترهای بسیار  با به عنوان دو روش اصلی بکار رفته در ارزیابی تهدید، که نسبت به شبکه های بیزین و روش های قاعده مبنا نظیر فازی، معرفی می گردد

دارای سرعت اجرای بسیار بالاتر نسبت به روش های یاد شده است که مزیت بسیار تشکیل می گردد. همچنین این مدل،  سهولت بیشتریسرعت و و  کمتر

از مزایای دیگر این مدل، امکان در نظرگیری انواع تعاملات بین گره های ریشه و مهمی در شبکه های ارزیابی تهدید و تخصیص سلاح به شمار می رود. 

 مدل توانایی طراح در عیب یابی و اصلاح آن را افزایش می دهد. ،همچنین سادگی .ار کردن آنها می باشدهمچنین امکان وزن د

نشان می دهد که در اغلب معیارهای ارزیابی نیز، مدل پیشنهادی عملکرد بهتری از  هدفه، 4شبکه ارزیابی تهدید با یک سناریوی تست  نتایج شبیه سازی

 له به آن پرداخته شده است.روش های رقیب دارد که در مقا
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 مقدمه .1
پویا و پیچیده می باشد که در صحنه نبرد، نمایشگر محیطی 

 آن مرتبا اطلاعات اهداف مختلف، از سامانه های متنوع

جستجو و رهگیری به اتاق عملیات می رسد. در این  مراقبت،

شرایط ایجاد درک صحیح از وضعیت صحنه، چیدمان و میزان 

تهدید لحظه ای اهداف پراکنده در محیط و سطح توانمندی 

ا اهداف متخاصم، امری حیاتی خودی در چگونگی مقابله ب

با ، رقم می زند. را نبردیک  است که موفقیت و یا شکست

توجه به تغییرات سریع صحنه، حجم سنگین اطلاعات دریافتی 

و همچنین سطح بالای استرس و فشار روحی در زمان 

درگیری، تصمیم گیری صحیح در چگونگی و واولیت بندی 

سیستم حساس می باشد. حمله و مقابله، امری بسیار سخت و 

، 2های فرماندهی و کنترل در نقش یک سیستم تصمیم یار

وظیفه ایجاد چنین درکی را در فرمانده دارد تا بهترین تصمیم 

 در سریع ترین زمان ممکن از سمت وی اتخاذ شود.

به عنوان قلب چنین سیستمی، با جمع آوری  3تلفیق داده

، رچه سازی آنهاداده ها و اطلاعات، ترکیب صحیح و یکپا

و حل مسئله تخصیص  5، ارزیابی تهدید4پایش وضعیت

مدل  .فرمانده را در عملکرد صحیح، یاری می کند، 6سلاح

JDL
شناخته شده ترین و پرکاربردترین مدل تلفیق [ ، 1]  7

سطح متوالی، مسیر  4داده در مفاهیم نظامی، می باشد که در 

ارزیابی تهدید، به عنوان  تا عمل را مدل سازی می نماید. داده

حلقه میانی این مدل، کارکردی اساسی بر عهده دارد. این 

بخش، با اخذ داده های فیلتر و نویز زدایی شده که در بخش 

شده اند، با استفاده از الگوریتم های مدل  8اول مدل پالایش

، میزان تهدید هر یک از اهداف را برای یگان 9سازی خبره

د. در گام بعد، بر اساس این سنجش خودی تعیین می نمای

تهدید و تسلیحات قابل بکارگیری، تخصیص سلاح که یک 

                                                           
2
 Decision support system (Dss) 

3
 Data fusion 

4
 Situation Awareness 

5
 Threat assessment 

6
 Weapon assignment 

7
 Joint Directors of Laboratories 

8
 Refinement 

9
 Expert knowledge modeling 

مسسئله بهینه سازی غیر خطی می باشد، با درنظرگیری قیودی 

نظیر کاهش احتمال بقای هدف، افزایش احتمال بقای خودی و 

 همچنین کاهش هزینه، حل می شود.

وعه قوانین ، بر اساس مجم[2]ساختارهای مبتنی بر دانش

اکتساب شده از افراد خبره و متخصص، یک سیستم خبره را 

قواعد اخذ شده، بر اساس نحوه بیان توسط  طراحی می نمایند.

دو دسته  ت موجود در آن، معمولا بهخبره و نوع عدم قطعی

شبکه های   تقسیم می شوند. [4]و فازی [3]احتمالاتی

دو روش اصلی  ،[5]11ستنتاج فازیسیستم های ا و [3]10بیزین

مدلسازی خبره محسوب می شوند که اولی بر پایه مدلسازی 

 احتمالاتی و دومی بر پایه مدلسازی مبتنی بر قواعد قرار دارند. 

آنچه در ارزیابی تهدید اهداف و به خصوص اهداف 

هوایی، از بیشترین اهمیت برخوردار است، سرعت فرایند 

 مقاله، پس از در اینارزیابی و عکس العمل مناسب است. 

مروری بر سیستم های استنتاج فازی و شبکه های بیزین و 

احتمالاتی مدل پیشنهادی  ،چالشهای موجود در این روش ها

، ارائه و پس از به عنوان یک مدل ترکیبیرا  12قاعده مبنا

بررسی تفصیلی مسئله ارزیابی تهدید، با استفاده از مدل 

روش پیشنهادی  ،نهایتدر پیشنهادی، به حل آن می پردازیم. 

مورد ارزیابی و اعتبار  ،با استفاده از معیارهای مناسب کمی

 د.ردمی گ قرار گرفته و با روش های رقیب، مقایسه  سنجی

در انتها نیز نتیجه گیری و جمع بندی بر روی مباحث 

  مطرح شده انجام خواهد گرفت.

 مقدمات ریاضی .2

 شبکه های بیزین. 1.2

گرافیکی احتمالاتی است که وابستگی  یک شبکه بیزین، مدلی

های علی و استقلال های شرطی بر روی حوزه ای از متغیرها 

را توصیف می کند. یک شبکه بیزین، از سه عنصر اصلی 

( DAG13(، یک گراف بدون دور جهت دار )Vمتغیرها )

( و مجموعه ای از توزیع های احتمالات شرطی Gپیوسته )

                                                           
10

 Bayesian networks 
11

 Fuzzy inference systems 
12

 Probabilistic Rule base Model 
13 Directed Acyclic graph 
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 مقالـــــه

 

3 

 

(Pکه با جداول ) ،احتمال شرطی CPT14  ، ،بیان شده اند

. به این ترتیب، یک شبکه بیزین را می توان تشکیل شده است

، هر گره، DAG( معرفی نمود. در گراف V,G,Pبا سه گانه )

، روابط DAGرا بیان می کند. ساختار  Vیک متغیر از مجموعه 

علت و معلولی بین متغیرها را مشخص مینماید و هر یال در آن 

گر وابستگی علی بین دو متغیر می باشد. هر متغیر، به شرط بیان

، DAGوالدین، از اجداد خود مستقل شرطی است. هر گره از 

می باشد که توزیع احتمال  Pاز مجموعه  CPTدارای یک 

 بین آن متغیر و والدینش را معرفی می کند. شرطی 

و مجموعه های توزیع احتمال  Gبر اساس شکل گراف 

شبکه های  15، با استفاده از قاعده زنجیره ای𝑿𝒊ه محلی هر گر

16)بیزین، یک توزیع احتمال توأم
JPD) P  بر رویV  قابل

  محاسبه می باشد.

(1)                     𝑷(𝒙𝟏, … , 𝒙𝒏) = ∏ 𝑷(𝒙𝒊|𝒑𝒂𝒊)𝒏
𝒊=𝟏 

𝒑𝒂𝒊  در رابطه فوق، مجموعه والدین گره𝒙𝒊 و  هستند

𝑷(𝒙𝒊|𝒑𝒂𝒊) گره  بیانگر توزیع احتمال شرطی𝒙𝒊  و والدین آن

 . می باشد

را اجرا  17از توزیع احتمال توأم، می توان استنتاج احتمالاتی

متغیرهای مورد نظر، محاسبه  18کرد که طی آن، احتمال پسین

می گردد. می توان متغیرهای شبکه را به سه مجموعه تقسیم 

را دریافت می  19د، که شواهzکرد. مجموعه گره های ریشه، 

، و مجموعه X، 20کنند. مجموعه متغیرهای مورد سؤال

که متغیرهای خارج از دو مجموعه قبلی را  Yمتغیرهای پنهان 

در تئوری،  𝑷(𝑿|𝒛)شامل می شود. برای محاسبه احتمال پسین 

را  Yباید با استفاده از قانون بیز، جمع بر روی متغیرهای پنهان 

 پیاده کنیم:

(1)                                  𝑷(𝑿|𝒛) =
∑ 𝑷(𝑿,𝒀,𝒛)𝒚

∑ 𝑷(𝑿,𝒀,𝒛)𝒙,𝒚
 

 

                                                           
14 Conditional probability table 
15

 Chain Rule 
16

 Joint probability distribution 
17

 Probabilistic inference 
18

 Posterior probability 
19

 Evidence  
20

 Query  

این روش تنها در شبکه های با ساختار بسیار کوچک قابل پیاده 

سازی است و در شبکه های متوسط و بزرگ، فاقد کارایی می 

باشد. ثابت شده است که روش پایه استنتاج احتمالاتی، یک 

چالش موضوع استنتاج، یکی از  [.6میباشد] NP-hardمسئله 

در نتیجه  تحقیقات متنوعیشبکه های بیزین بوده،  های اصلی

آن معرفی گردیده اند. محرک اصلی این تحقیقات، عبارت 

در شبکه های بیزین،  21است از ایجاد امکان استنتاج بلادرنگ

که استفاده از آن را در کاربردهای عملی توجیه پذیر می نماید. 

فی شده، به دو دسته دقیق و تقریبی تقسیم می روش های معر

  .شوند

Polytree Algorithm ،Junction Tree و Variable 

Elimination  اصلی ترین روش های استنتاج دقیق و ،

stochastic simulation ،search based Algorithms  و

Loopy belief propagation از جمله روش های استنتاج ،

 .[7،8] تقریبی می باشند

در کلیه روش های دقیق، برای پیاده سازی شبکه های بزرگ، 

 زمان اجرای الگوریتم با افزایش سایز شبکه، رشد نمایی دارد.

روش های استنتاج تقریبی نیز برای این که به دقت کافی 

 برسند، از همین مشکل رنج می برند.

چالش بزرگ دیگر شبکه های بیزین، تشکیل آن است که به دو 

در  تقسیم می شود. 23و آموزش پارامترها 22فاز آموزش ساختار

آموزش ساختار، گراف شبکه و ساختار روابط علت و معلولی 

مورد مدلسازی قرار می گیرد؛ در حالی که در آموزش پارامتر، 

و احتمالات اولیه  CPTکمیت های شبکه که شامل جداول 

در  گره های ریشه می شوند، مورد استخراج قرار می گیرند.

کاربردهای عملی تشکیل شبکه با نظر خبرگان و بر اساس 

فاز آموزش پارامتر، پیچیده تر و  تجربیات آنها انجام می گیرد.

که ابعاد ماتریس طاقت فرسا تر از آموزش ساختار است چرا 

CPTاد والدین گره فرزند می باشد. به ، تابعی نمایی از تعد

حالت  3والد که هر یک  3برای یک گره با  CPT ،عنوان مثال

𝟑𝟒دارند،  = 𝟑𝟓والد،  4درایه و برای همان گره با  𝟖𝟏 = 𝟐𝟒𝟑  
                                                           

21
 Real time 

22
 Structure Learning 

23
 Parameter Learning 
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لذا تعیین پارامترها برای شبکه های بیزین  درایه خواهد داشت.

بزرگ که هر گره فرزند دارای چندین گره والد با تعداد حالات 

 زیاد می باشد، امری طاقت فرسا و بعضا غیر ممکن می باشد.

در  CPTتحقیقات گسترده ای در زمینه حل مشکل تشکیل 

شبکه های بیزین صورت گرفته که منجر به ارائه مدل کلی 

CIMبه  موسوم
، تعریف CIMشده است ایده اصلی در  24

است که در  25رابطه علت و معلول، در قالب یک مکانیسم علی

آن یک تابع قطعی برای ترکیب اثرهای مجزای وارده به آن 

مورد استفاده قرار می گیرد وهمچنین یک بخش غیر  مکانیسم

بر این اساس، در گذر  .[9،10قطعی )نویزی( وجود دارد ]

 CIMزمان، نسخه های مختلفی از الگوریتم های زیر مجموعه 

 ارائه شد که مهمترین آنها عبارتند از:

 Noisy OR [11] 

 Noisy MAX [12،13] 

 NAT
26 [14] 

 Multivalued NAT [15] 

اساس کار همه این روشها در ترکیب آثار مستقل هر علت بر 

 ،2بیزین نوعی و شکل یک شبکه  1شکل  معلول می باشد.

  آن را نشان می دهد. CIMمدل 

C1 C2 CN...

E

 

 شبکه بیزین نوعی: 1 شکل

                                                           
24

 Causal independence model 
25

 Causal mechanism 
26

 NIN AND Tree 

C1 C2 CN...

E1 E2 EN...

E

G (Causal mechanism)

 

 شبکه شکل ا CIMمدل : 2 شکل

 Eبر روی گره معلول  𝒄𝒊، اثر محلی علت 𝑬𝒊در این شکل، 

به این ترتیب به  است با فرض استقلال از وضعیت دیگر علل.

بزرگ که در آن نحوه  CPTجای نیاز به تشکیل یک ماتریس 

اثر گذاری همزمان همه علل بر روی معلول تعیین می شود، به 

محلی نیازمندیم که در مجموع تعداد  CPTماتریس N  تعداد

شامل می شود. بلوک مکانیسم، با  پارامترهای بسیار کمتری را

، به نحوی آثار محلی را با یکدیگر ترکیب کرده Gاعمال تابع 

بزرگ که در شبکه اصلی مورد استفاده قرار  CPTماتریس 

 میگیرد را تولید می کند.

در نوع گره ها و چگونگی  CIMتفاوت نسخه های مختلف 

 Noisyمی باشد.  𝑬𝑵تا 𝑬𝟏بر روی آثار محلی  Gاعمال تابع 

OR کلیه گره ها را باینری در نظر می گیرد و فرض می کند ،

که هر علت به تنهایی قادر به فعال سازی معلول است و برای 

رخداد موفق معلول، اثرگذاری تنها یک علت کافی است )تابع 

OR همچنین این روش اثر تعاملی بین علل را در نظر نمی .)

 گیرد.

Noisy MAX  با بسطNoisy OR  ،به متغیرهای چند حالته

( از MAXاثر بیشینه )ضمن در نظرگیری تعامل بین متغیرها، 

بین همه اثرهایی است که علل بر روی معلول می گذارند را 

 انتخاب می کند.
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 NAT  تعامل تقویتی و با تشکیل یک درخت، مدلی است که

تضعیفی بین علل را در نظر میگیرد. این مدل برای متغیرهای 

چند حالته،  NATباینری به کار می رود. نسخه بعدی آن یعنی 

را شامل می شود. این روش  27متغیرهای غیر باینری مدرج

را مدلسازی می  ANDمحدود به فرض هایی است که تابع 

که در رخداد موفق در این الگوریتم فرض می شود . کنند

معلول، همه علل، ایجاد اثر موفق کرده اند و در رخداد مغلوب 

معلول، هیچ یک از علل موفق به ایجاد اثر نشده است. همچنین 

توپولوژی درخت ایجاد شده، در پاسخ نهایی شبکه و کارایی 

 آن نقش مستقیم دارد.

چند حالته، آخرین روشی است که تا کنون در  NATمدل  

که این مدل  2012مطرح شده است. از سال  CIMخانواده 

معرفی شد، بیشتر تلاش ها در جهت بهبود ملاحظات آن در 

  پیاده سازی و فرایند استنتاج بوده است.

 ،NATتعیین توپولوژی درخت استخراج و [ به 16،17،18،19]

و بهینه سازی توابع جستجوی  نبهبود اپراتورهای ریاضی آ

 می پردازند. مربوطه

بهینه سازی مدل  و با ندبه چالش استنتاج می پرداز[ 20،21]

NAT  کامپایل با الگوریتم های استنتاج شبکه بیزین، به  و

  بهبود فرایند استنتاج و افزایش سرعت آن کمک می کنند.

 سیستم های باور قاعده مبنا. 2.2

بر اساس تئوری های قرائن دمپستر  [22] یانگ و همکاران

[ و تئوری مجموعه های فازی، روشی برای استنتاج در 23شفر]

ر به این روش، بسیاسیستم های قاعده مبنا معرفی کردند. 

عنوان  به IF-THENباور  روش فازی نزدیک است و در آن

 شکل زیر بیان می شود: قاعده، به Lام از مجموعه  kقاعده 

𝑰𝑭 (𝑿𝟏 𝒊𝒔 𝑨𝟏
𝒌)⋀(𝑿𝟐 𝒊𝒔 𝑨𝟐

𝒌)⋀ … ⋀(𝑿𝑻𝒌
 𝒊𝒔 𝑨𝑻𝒌

𝒌 ) 

(2) 𝐓𝐇𝐄𝐍 {(𝑫𝟏, 𝜷𝟏𝒌), (𝑫𝟐, 𝜷𝟐𝒌), … , (𝑫𝑵, 𝜷𝑵𝒌)},   

                                                           
27

 Graded 

, (∑, 𝜷𝒊𝒌 ≤ 𝟏

𝑵

𝒊=𝟏

) 

𝑨𝒊در رابطه فوق، 
𝒌(𝒊 = 𝟏, … , 𝑻𝒌) مقدار مرجع صفت ،i  ام و

𝑻𝒌  تعداد صفات به کار برده شده در قاعدهk  .ام است 

𝜷𝒊𝒌(𝒊 = 𝟏, … , 𝑵)  درجه باور رخداد𝑫𝒊  در نتیجه رخداد

,𝑿𝟏)صفات به شکل  𝑿𝟐, … , 𝑿𝑻𝒌
) = (𝑨𝟏

𝒌, 𝑨𝟐
𝒌, … , 𝑨𝑻𝒌

𝒌 می  (

∑تعداد قواعد در پایگاه قواعد است. اگر  Lباشد  , 𝜷𝒊𝒌 = 𝟏𝑵
𝒊=𝟏 

k و در غیر این صورت ناکامل خوانده   امین قاعده کامل

𝜹ام و   kوزن قاعده   𝜽𝒌خواهد شد. همچنین  =

(𝜹𝟏, … , 𝜹𝑻) هستند. ، وزن صفاتT  تعداد کل صفات استفاده

 شده در پایگاه قواعد می باشد.

 IF-THENسنتی و  IF-THENتفاوت چندانی بین قواعد 

درصد  100اعده سنتی، نتیجه باور ملاحظه نمی شود. در ق

صحیح یا غلط است. چنین قاعده ای، دارای ظرفیت محدود 

بیان دانش در جهان واقعی است. ساختار باور، انعطاف  برای

بهتری در بیان دانش از خود نشان می دهد. در روابط علت و 

معلولی دارای عدم قطعیت، این موضوع به وضوح خودنمایی 

 می کند.

 استدلال مبتنی بر قرائن. 3.2

ERاستدلال مبتنی بر قرائن )
، روشی برای استنتاج و [24] (28

ی از پایگاه قواعد، پس از اخذ یک ورودی می تولید خروج

 باشد.

𝑼فرض کنید ورودی سیستم  = ( 𝑼𝒊 , 𝒊 = 𝟏, … , 𝑻)   می باشد

تعداد کل صفات در پایگاه قواعد  Tام و  i، صفت 𝑼𝒊که در آن 

، تعیین درجه انطباق ERاولین گام در فرایند استنتاج  است.

است تا از این صفات ورودی با صفات هر یک از قواعد پایگاه 

 برای هر قاعده، بدست آید. 29طریق، یک وزن فعالسازی

                                                           
28

 Evidential reasoning 
29

 Activation weight 
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 با استفاده از مدل احتمالاتی قاعده مبنا  ارزیابی تهدید اهداف هوایی 

6 
 

محاسبه وزن فعالسازی از روابط مختلفی امکان پذیر است که 

 [ اشاره می کنیم:22ما به رابطه مرجع ]

(3)     𝒘𝒌 =
𝜽𝒌×∏ (𝜶𝒊𝒌)𝜹̅𝒊

𝑻𝒌
𝒊=𝟏

∑ [𝜽𝒋×∏ (𝜶𝒍𝒋)𝜹̅𝒍
𝑻𝒌
𝒍=𝟏

]𝑳
𝒋=𝟏

                          

 

𝜹̅𝒊که در آن   =
𝜹𝒊

𝐦𝐚𝐱𝒊=𝟏,…,𝑻𝒌
{𝜹𝒊}

𝜶𝒊𝒌(𝒊و   = 𝟏, … , 𝑻𝒌) 

𝑿𝒊 درجه انطباق مستقل ورودی  ∈ 𝑼  باi  ،امین مقدار مرجع

𝑨𝒊
𝒌 در قاعده ،k  ام بوده؛𝜶𝒊𝒌 ≥ ∏و  𝟎 𝜶𝒊𝒌

𝑻𝒌

𝒊=𝟏 ≤ 𝟏.   

𝜶𝒌 = ∏ (𝜶𝒊𝒌)𝜹̅𝒊
𝑻𝒌

𝒊=𝟏 درجه انطباق ترکیبی خوانده می ،

 شود.

پس از تعیین وزن های فعالسازی هر قاعده از پایگاه قواعد، 

برای ترکیب قواعد و استخراج نتیجه نهایی، مورد  ERروش 

شکل زیر  کنید خروجی ترکیب بهاستفاده قرار می گیرد. فرض 

 است:

(4) 𝑶(𝑼) = {(𝑫𝒋, 𝜷𝒋), 𝒋 = 𝟏, . . , 𝑵}                               
𝑼دی این رابطه بیان می کند که اگر ورو = ( 𝑼𝒊 , 𝒊 =

𝟏, … , 𝑻)   به پایگاه قواعد اعمال شود، نتیجه𝑫𝟏  با درجه𝜷𝟏 ،

𝑫𝟐  با درجه𝜷𝟐  و ...،𝑫𝑵  با درجه𝜷𝑵  رخ خواهد داد. با

 𝜷𝒋، درجه باور ترکیبی ERاستفاده از فرمت تحلیلی الگوریتم 

 ، از رابطه زیر بدست می آید: 𝑫𝒋مربوط به 

(5) 𝜷𝒋 =

𝝁×[∏ (𝒘𝒌𝜷𝒋𝒌+𝟏−𝒘𝒌 ∑ 𝜷𝒋𝒌
𝑵
𝒋=𝟏 )𝑳

𝒌=𝟏 −∏ (𝟏−𝒘𝒌 ∑ 𝜷𝒋𝒌
𝑵
𝒋=𝟏 )𝑳

𝒌=𝟏 ]

𝟏−𝝁×[∏ (𝟏−𝒘𝒌)𝑳
𝒌=𝟏 ]

 

𝒋 = 𝟏, … , 𝑵 

 

𝝁که در آن  = ∑ ∏ (𝒘𝒌𝜷𝒋𝒌 + 𝟏 − 𝒘𝒌 ∑ 𝜷𝒋𝒌
𝑵
𝒋=𝟏 ) −𝑳

𝒌=𝟏
𝑵
𝒋=𝟏

(𝑵 − 𝟏) × ∏ (𝟏 − 𝒘𝒌 ∑ 𝜷𝒋𝒌
𝑵
𝒋=𝟏 )𝑳

𝒌=𝟏 

 . روش های ترکیبی4.2

روش های قاعده  و ور که اشاره شد شبکه های بیزینهمان ط

مبنا، هر یک دارای مزایا و محدودیت هایی هستند. از این رو 

، بر روی روش های ترکیبی، بسیار مفصلیقات در تحقی

 و روشهای ترکیبی زیادی ارائه مطالعات و نوآوری هایی انجام

مربوط شده است. عمده روش های معرفی شده در این حوزه، 

ا برای تشکیل شبکه بیزین و به استفاده از روش های قاعده مبن

یا احتمالاتی سازی ورودی غیر احتمالاتی توسط مجموعه های 

 می باشد.فازی برای استفاده شبکه بیزین 

از خبرگان، مقادیر جدول احتمال  CPT[ به جای اکتساب 25]

شرطی را بر اساس رشته ای از قواعد که از خبره دریافت شده 

تخمین زده با بکارگیری فاکتور قطعیت هر قاعده، دقت 

 را بهبود می بخشد. CPTاحتمالات بدست آمده در جداول 

[ روشی برای تشکیل شبکه بیزین از قواعد ارائه می دهد. 26]

ختار و هم پارامترهای شبکه از قواعد در این روش هم سا

پزشکی  استخراج می شوند. چنین روشی در کاربردهایی نظیر

که متخصصین مربوطه درک کافی از مفاهیم ریاضی و 

 ده قرار می گیرد.ندارند مورد استفااحتمالات 

[، ساختاری موازی متشکل از شبکه های مجزای شناختی 27]

طلاعاتی که حاوی عدم فازی و احتمالاتی برای مدیریت ا

قطعیت های از نوع فازی و احتمالاتی هستند، در مسئله 

ارزیابی تهدید اهداف هوایی، مورد معرفی و استفاده قرار می 

 .دهد

به احتملاتی سازی داده با استفاده از مجموعه های فازی [ 28]

 اقدام می کند.ریسک در کاربرد آنالیز  شبکه بیزینهای ورودی 

این روش و روش های مشابه نیز در خانواده شبکه های فازی 

 بیزین، گنجانده می شوند.

-با استفاده از قانون ترکیب دمپستر،[28در روشی مشابه ][ 29]

سعی در بهبود دقت احتمالات پیشین گره های ریشه و شافر، 

در همان کاربرد  همچنین دقت احتمالات ورودی شبکه بیزین

 .دارد

متنوعی برای روش های ترکیبی می توان عنوان کاربردهای 

با توجه به گستردگی و حجم بالای این کاربردها، به ذکر  نمود.

 چند نمونه از آنها بسنده می کنیم:
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از سیستم های فازی بیزین مبتنی بر قاعده در جهت  [30]

[ از سیستم 31تشخیص مشکلات قلبی، استفاده می نماید. ]

قواعد فازی در جهت آنالیز وضعیت  استنتاج بیزین مبتنی بر

[ از روشی مشابه 32استفاده از کشتی های باری قدیمی و ]

 برای سیستم های پشتیبان محصول، استفاده می نماید. 

 روش پیشنهادی .3

شبکه های بیزین به عنوان یک مدل احتمالاتی بیان دانش، 

دارای ظرفیت مناسبی در کاربردهای مدلسازی خبره هستند. 

ور که اشاره شد، با بزرگ شدن شبکه، به دو چالش همان ط

اصلی تشکیل شبکه و سرعت فرایند استنتاج بر می خوریم. 

، با فرض معلوم بودن در جهت رفع چالش اول CIMمدل 

ساختار شبکه، سعی در تخمین پارامترهای آن دارد. استفاده از 

 :که عبارتند از دارای چند مشکل اساسی استاین مدل 

  محدود کننده و غیر عملیاتیفرض های 

  عدم شفافیت نحوه و میزان تعامل علل و اشباع

 شدگی معلول

 باقی بودن مشکلات استنتاج 

 CIMهای خانواده  روش یک از هردر مورد مشکل اول، 

دارای فرض هایی هستند که کاربرد پذیری آن روش را بشدت 

منطقی  ORتابع معین خود را  Noisy ORمحدود می کند. 

منطقی قرار می دهد که به وضوح  ANDاین تابع را  NATو 

فرض می کند برای  Noisy ORدر تضاد با یکدیگر هستند. 

رخداد موفق معلول، اثرگذاری تنها یک علت کافی است و 

NAT  فرض می کند برای این اتفاق بایستی همه علت ها

بر خلاف این  Noisy MAXاثرگذاری موفق داشته باشند. 

معرفی می کند و شرح می دهد  MAXعین خود را دو، تابع م

که اثر معلول برابر بیشترین اثر از بین تاثیراتی است که علت ها 

می توان مثالها و کاربردهای فراوانی  بر روی معلول می گذارند.

را ذکر کرد که هیچ یک از این فرض ها در آن ها قابل اعمال 

 ر آن اعمال شوند.نیست و یا لازم است ترکیبی از این فرضها د

مشکل دیگری که در روش های گذشته است، عدم در 

نظرگیری میزان و چگونگی تعامل علل با یکدیگر است. تعامل 

علل در این مدل ها به چند ضرب احتمالاتی محدود می شود 

که در همه کاربردها و برای همه متغیرها،  با شکل یکسان به 

در تعامل بین علل، مورد کار برده می شود. عدم وجود شفافیت 

خطرناکی است که می تواند منجر به تولید نتایج اشتباه و گمراه 

به زبان ساده می توان گفت که  کننده توسط شبکه بیزین گردد.

در این روش ها، نحوه تعامل را تنها در دو حالت تقویت و 

تضعیف در نظر می گیرند که در آن ها نه چگونگی و نه میزان 

[ بحث 33]  عیف مشخص و مدلسازی نمی شود.تقویت و تض

مفصلی بر این موضوع کرده و نتایج مخرب این امر را در قالب 

تحلیل هایی نظیر آنالیز حساسیت خروجی و اثرات انتشار، 

 نشان داده است.

هستند  NP hard،در شبکه های بیزین دقیقاستنتاج روش های 

و روش های تقریبی نیز برای این که از دقت کافی برخوردار 

باشند همین چالش را دارند. همچنین با بزرگ شدن حجم 

، روش های استنتاج چنان CPTشبکه و افزایش سایز جداول 

زمان بر می شوند که در کاربردهای بلادرنگ نظیر سیستم های 

علاوه بر  می دهند.تصمیم یار فرمانده، کارایی خود را از دست 

، عدم درک طراح از فرایند استنتاج و سختی کار او در عیب این

یابی و اصلاح شبکه نیز چالشی اساسی است که می تواند 

 [.34منجر به طراحی مدلی با خروجی های گمراه کننده باشد ]

و  CIMچالش های مطرح شده، باعث شد تا با الهام از مدل 

ترکیبی و موثر برای استفاده  مدلیسیستم های باور قاعده مبنا، 

در ارزیابی تهدید که کاربردی حساس، با پارامترهای ورودی 

در این مدل بر خلاف  زیاد و بلادرنگ است، ارائه نماییم.

کامل بین  CPTروش های پیشین، نیازی به تشکیل جدول 

ل شرطی معلول و علت ها نبوده در عوض جداول احتما

کوچک محلی بین معلول و هر علت به صورت جداگانه 

تشکیل می شود. این امر مزایای زیادی را برای ما چه در 
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طراحی، چه در استنتاج و چه در بهبود قیود کاربردی ایجاد می 

 کند که به هر یک در جای خود اشاره خواهد شد. 

بزرگ بین معلول و علل،  CPTدر عوض تشکیل نشدن جدول 

تور استنتاج تحلیلی بر اساس قواعد پشتیبان و با اعمال توابع مو

 ریاضی بر روی اثرهای محلی، اثر نهایی را محاسبه می نماید.

، مدل پیشنهادی برای شبکه بیزین نشان داده شده در 3شکل 

که در آن، گره معلول، مدرج فرض  را نشان می دهد 1شکل 

,CIM ،𝒄𝟏مشابه مدل  .می شود  … . 𝒄𝑵 علت های موثر بر ،

بر معلول است مستقل از دیگر  𝒄𝒊، اثر محلی علت 𝑬𝒊و  eگره 

 محلی CPTجدول  Nدر این مدل، باید تعداد  علل.

𝑷(𝒆𝒊|𝒄𝒊)   , i = 1, … , N   از خبره کسب شود. اگرe  دارایN 

حالته فرض کنیم، در  Mگره علت باشد و همه متغیرها را 

𝑴)شبکه بیزین، باید + 𝟏)𝑵  پارامترCPT  و در مدل

𝑵پیشنهادی،  × 𝑴𝟐 .ملاحظه می  پارامتر، از خبره کسب شود

ن به طور یشود که با افزایش تعداد علل، پارامترهای شبکه بیز

 نمایی و مدل پیشنهادی به صورت خطی افزایش می یابند.

C1 C2 CN

E1 E2 EN

...

...

 دعاوق هاگیاپجاتنتسا روتوم
نابیتشپ

e

 

 برای شبکه بیزین : مدل پیشنهادی3 شکل

𝑬𝒊 اثر محلی علت ،𝒄𝒊  بر معلولe مستقل از دیگر علل می ،

متغیر کمکی، از جنس معلول و با همان دامنه حالات  𝑬𝒊باشد. 

که از اثرهای  CIMبر خلاف روش های قبل در مدل . است

کلی بین معلول و علل، محاسبه می شود،  CPTمحلی، ماتریس 

چنین کاری اجتناب و در عوض موتور در مدل پیشنهادی، از 

ای ریاضی، از توابع و عملگرهای  مجموعهبا اعمال  استنتاج،

منطقی و یا قیاسی بر روی آثار محلی، اثر نهایی را تولید می 

به این ترتیب، در دل موتور تحلیلی استنتاج، با چند دسته  کند.

بلوک های عملیاتی ریاضی مواجه هستیم که ورودی لایه اول 

وده در لایه های بعدی می توان از این آنها از اثرهای محلی ب

 و یا خروجی بلوک های لایه قبل، اخذ ورودی کرد. ورودی ها

، شماتیکی از یک موتور تحلیلی استنتاج را نشان می 4 شکل

 دهد.

بلوک های تابعی، بر اساس قواعد موجود در پایگاه پشتیبان که 

ه و یا حاصل تجمیع نظرات به طور مستقیم از خبرگان اخذ شد

یا از یک پایگاه داده استخراج شده و  [35،32] ایشان می باشد

، طراحی می شوند. این قواعد، چگونگی تعامل [36،37] اند

لات را پیاده بین علل را توصیف و بلوک های تابعی این تعام

قواعد کسب شده به صورت ریز و  لزومی نداردمی کنند. 

 ،فازی به کار می رود IF-THENجزئی نظیر آن چه در قواعد 

وه تعامل بین د بلکه این قواعد، به صورت کلی نحنبیان شو

البته در صورتی که حالتی خاص در  .علل را بیان می کنند

-IFتعامل بین علل وجود دارد، می توان آن را با یک قاعده 

THEN  .بیان کرد 
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E1 E2 EN...

�      �   1 �      �   k

�      �   t

Ej ...

...

EN-1

Evidential Reasoning

e

Ek...

 

 : شماتیک نمونه موتور استنتاج4 شکل

ر اساس نیاز و همچنین دسته بندی های انجام شده در ب

دسته کلی  3نحوه تعامل علل را به  [،15-11گذشته]کارهای 

دسته  34و کمینه 33، بیشینه32و تقویت 31، تضعیف30میانگین

  بندی می کنیم.

، مدرج خوانده می شود Xمتغیر تصادفی گسسته  :1تعریف 

از کم به زیاد یا  ،اگر دامنه حالات آن دارای مفهوم شدت

 برعکس باشد. مثال:

𝑫𝒙 = {𝒗𝒆𝒓𝒚 𝒍𝒐𝒘, 𝒍𝒐𝒘, 𝒎𝒆𝒅𝒊𝒖𝒎, 𝒉𝒊𝒈𝒉, 𝒗𝒆𝒓𝒚 𝒉𝒊𝒈𝒉} 

𝑫𝒙 = {𝒔𝒉𝒐𝒓𝒕, 𝒎𝒆𝒅𝒊𝒖𝒎, 𝒍𝒐𝒏𝒈} 

𝑫𝒙 = {𝒔𝒎𝒂𝒍𝒍, 𝒏𝒐𝒓𝒎𝒂𝒍, 𝒍𝒂𝒓𝒈𝒆} 

𝑫𝒙 = {𝒄𝒍𝒐𝒔𝒆, 𝒎𝒆𝒅𝒊𝒖𝒎, 𝒇𝒂𝒓} 

را از نوع  eبر معلول  𝒄𝒌 و  𝒄𝒕 علل مدرج تعامل :2تعریف 

میانگین گوییم اگر شدت رخداد معلول، بین شدت رخدادهای 

                                                           
30

 Average 
31

 Undermine  
32

 Reinforce  
33

 Max 
34

 Min 

علل باشد. قوانین زیر، نشانگر تعامل میانگین بین علل می 

 باشند:

If 𝒄𝒕 is low and 𝒄𝒌 is high Then e is medium 

If 𝒄𝒕 is very low and 𝒄𝒌 is medium Then e is low 

If 𝒄𝒕 is medium and 𝒄𝒌 is medium Then e is medium 

به همین ترتیب در مورد تعامل بیش از دو علت، اگر شدت 

ییم تعامل مجموعه علل از برایند بین شدت های علل باشد، گو

 گین است. مانند نمونه های زیر:نوع میان

If 𝒄𝒕 is very low and 𝒄𝒌 is high and 𝒄𝒋 is medium Then e is 

low 

If 𝒄𝒕 is very low and 𝒄𝒌 is very high and 𝒄𝒋 is very high Then 

e is high 

𝑹اگر  :3تعریف  = {𝑾𝟏, 𝑾𝟐 , … ، یک افراز بر روی {

′𝑹باشد و  eبر روی معلول  Xمجموعه علل  ⊂ 𝑹 هر ،

𝒀و  Rزیرمجموعه دلخواه از  =∪ 𝑾𝒊 ∈ 𝑹′ مجموعه علل ،

X:دارای تعامل تقویت هستند اگر و تنها اگر ، 

∀𝑹′ 𝑷(𝒆 ≥ 𝒆𝒌 ← 𝒚+) ≤ 𝑷(𝒆 ≥ 𝒆𝒌 ← 𝒙+) 

 دارای تعامل تضعیف هستند اگر و تنها اگر: Xو مجموعه 

∀𝑹′ 𝑷(𝒆 ≥ 𝒆𝒌 ← 𝒚+) > 𝑷(𝒆 ≥ 𝒆𝒌 ← 𝒙+) 

دارای تعامل  Xمعنی عبارات فوق این است که مجموعه علل 

، احتمال Xتقویت هستند اگر به ازای هر زیرمجموعه از 

 برای معلول، کاهش یابد.  𝒆𝒌از  بالاتررخداد شدت 

، دارای تعامل eبر روی معلول  Xمجموعه علل  :4تعریف 

بیشنه بیشنه هستند، اگر و تنها اگرشدت رخداد در معلول، برابر 

 شدت های محلی باشد که هر یک از علل ایجاد می کنند.

𝒆 = 𝑬𝒊∗    , 𝒊∗ = 𝒊𝒏𝒅𝒆𝒙  𝒐𝒇  𝑴𝑨𝑿𝒊=𝟏…𝑵(𝑬𝒊) 

تغییر پیدا می  MINبه  MAXدر مورد تعامل کمینه، اپراتور 

  کند.

همانطور که ملاحظه می شود، در تعاملات فوق، لازم است 

کلیه متغیرها مدرج و دارای دامنه حالات مشابه باشند که یک 
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و روش های مشابه  CIMفرض محدودساز در مدل 

یکی از امتیازات مدل پیشنهادی این است که به  [.38است]

با گره معلول، لازم نیست  ،𝑬𝒊 دلیل همجنس بودن آثار محلی،

متغیرهای ورودی، مدرج و هم جنس باشند. در این مدل، تنها 

مدرج بودن معلول کفایت می کند و قواعد، بر روی آثار محلی 

تعریف می شود که یک مزیت بزرگ بوده و یک قید اساسی را 

 برای کاربرد مدل، برطرف می سازد.

زی تعاملات در به منظور ساده سازی در تصمیم و پیاده سا

دو را به طور یکتا به  𝑬𝒊بلوک های موتور استنتاج، هر بردار 

ل می کنیم که پارامتر اول، میانگین اثر تبدی 𝝈𝒊و  𝝁𝒊 عدد

است. برای این منظور، لازم محلی و پارامتر دوم واریانس آن 

[، انتخاب نماییم. 1و0، عددی بین ]معلول است برای هر حالت

𝒅گره معلول سه حالتی، عنوان مثال برای به  =

[𝟎. 𝟐, 𝟎. 𝟓, 𝟎.  ی متناظر را به عنوان شدت ها [𝟖

De =  [low , medium , high]:منظور می کنیم. داریم 

(6) 𝝁𝒊 = ∑ 𝑬𝒊𝒋 × 𝒅𝒋                                     
𝜼
𝒋=𝟏 

(7) 𝝈𝒊 = ∑ 𝑬𝒊𝒋 × (𝒅𝒋 − 𝝁𝒊)
𝟐                     

𝜼
𝒋=𝟏 

به  در این رابطه، تعداد حالات متغیر معلول می باشد. 𝜼که 

نزدیک تر  1می باشد که هرچه به  1تا  0عددی بین  i ،𝝁𝒊ازای هر 

در اثر علت  باشد، نشان دهنده رخداد محلی معلول با شدت بیشتر

𝒄𝒊  .می باشد𝝈𝒊  نیز که عددی بزرگتر مساوی صفر می باشد، نشان

در معلول می باشد به شکلی که  𝝁𝒊ت دهنده میزان قطعیت از شد

در معلول، دارای  𝝁𝒊به صفر نزدیکتر باشد، گوییم شدت  𝝈𝒊هرچه 

با انجام چنین تبدیلی، تعاملات به عیت بیشتری می باشد.  قط

 شکل ساده و مناسبتری صورت می گیرند.

مدل پیشنهادی، امکان وزن دهی به متغیرهای از دیگر امتیازات 

علت می باشد. این امکان در شبکه های بیزین و سیستم فازی 

فراهم نیست. وزن های اختصاص یافته به گره های ورودی، 

میزان اهمیت آن گره و تاثیرگذاری در گره تصمیم را مشخص 

میکند. در کاربردهای بسیاری، نظیر تحلیل های اقتصادی، 

ت پزشکی و مسئله ارزیابی تهدید، همه فاکتورهای موضوعا

ورودی دارای اهمیت یکسان نیستند. در مدل پیشنهادی، چنین 

مسئله ای قابل در نظرگیری و اعمال بر مدل می باشد. 

 چگونگی استفاده از وزن ها، در بخش استنتاج، مرور می شود.

 . تشکیل مدل1.3

بودن ساختار علت برای تشکیل مدل پیشنهادی، با فرض معلوم 

 و معلولی، باید مراحل زیر انجام شود:

، و همچنین 𝒘𝒊وزن هر یک از گره های علت،  تعیین -1

هر یک از متغیرهای ورودی و متغیر  حالات

 . خروجی

    𝒄𝒊 , 𝑫𝒊 = {𝒄𝒊𝟏, … , 𝒄𝒊𝒋𝒊
} ,   𝒊 = 𝟏, … , 𝑵           

𝑫𝒆 = {𝒆𝟏, … , 𝒆𝜼} .D  نشان دهنده دامنه حالات هر

در  10تا  1. وزن هر علت را عددی بین متغیر است

نظر می گیریم و در صورتی که وزنی برای علل 

قرار می  1مشخص نشد، وزن همه آنها را برابر 

 دهیم. 

اخذ ماتریس احتمال شرطی محلی بین هر گره  -2

، مستقل از بقیه از خبره ورودی و گره خروجی

 .ورودی ها

𝒑(𝒆|𝒄𝒊)

= [

𝒑(𝒆𝟏|𝒄𝒊𝟏) … 𝒑(𝒆𝜼|𝒄𝒊𝟏)

… …
𝒑(𝒆𝟏|𝒄𝒊𝒋𝒊

) … 𝒑(𝒆𝜼|𝒄𝒊𝒋𝒊
)

] 

 است. 1بدیهی است که جمع هر ستون این جدول برابر 

در مورد چگونگی اخذ احتمالات از خبره، در این مقاله از 

روش مستقیم استفاده شده است یعنی شخص خبره به طور 

ر، در مستقیم جداول احتمال شرطی را پر میکند که این ام

کاربردهای شبکه بیزین، رایج می باشد. در صورتی که چندین 

خبره در دسترس باشد، روشهای مختلفی نظیر استفاده از 

پرسشنامه و میانگین گیری از نظرات خبرگان قابل استفاده می 

همچنین روشهای ترکیبی که از نظرات خبره و . [39]باشد

استفاده مجموعه داده جهت تشکیل جداول احتمال شرطی 
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میکنند نیز درصورت دسترسی به مجموعه داده، قابل بهره 

 .[40] برداری اند

ده به چگونگی تعامل دو هر قاع .تشکیل پایگاه قواعد -3

در مدل پیشنهادی،  با یکدیگر میپردازد. یا چند علت

قواعد تعاملی می توانند بر روی آثار محلی و یا خود 

علل نوشته شوند. به عنوان مثال می گوییم اگر تهدید 

سرعت، زیاد و تهدید فاصله زیاد باشد، تهدید هدف 

قواعد می توانند به یکی از اشکال  خیلی زیاد است.

 زیر و یا ترکیبی از آنها بیان شوند:

𝑹𝒊: 
 𝒊𝒏𝒕𝒆𝒓𝒂𝒄𝒕𝒊𝒐𝒏 𝒐𝒇 𝒄𝒂𝒖𝒔𝒆𝒔 𝑾𝒌 𝒊𝒔 … 

 𝒊𝒇 𝒄𝒕 𝒊𝒔 𝒄𝒕𝒌 𝒕𝒉𝒆𝒏 𝒊𝒏𝒕𝒆𝒓𝒂𝒄𝒕𝒊𝒐𝒏 𝒐𝒇  

𝒄𝒂𝒖𝒔𝒆𝒔 𝑾𝒌 𝒊𝒔 …,  

𝒆𝒍𝒔𝒆 𝒊𝒏𝒕𝒆𝒓𝒂𝒄𝒕𝒊𝒐𝒏 𝒐𝒇  

𝒄𝒂𝒖𝒔𝒆𝒔 𝑾𝒌 𝒊𝒔 … 

 𝒄𝒕 𝒊𝒔 𝒂 𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍 𝒑𝒂𝒓𝒂𝒎𝒆𝒕𝒆𝒓 

𝑹𝒊 قاعده ،i  ام پایگاه قواعد و𝑾𝒌 یک دسته بندی ،

، یا اثر محلی  شامل دو یا چند متغیر ورودی شبکه

𝑬𝒊 ، می باشد. به جای نقطه چین، هر یک  مدل

 تعاملات معرفی شده می تواند قرار بگیرد.

چگونگی تعامل ، NATمشابه روش در این مقاله، 

بین علل، مستقیما توسط خبره بیان می شوند. در 

صورتی که چنین امکانی توسط خبره فراهم نباشد، 

می بایست نحوه تعامل، از قواعد فازی استخراج 

 [.38]شود

طراحی بلوک های تابعی بر اساس یک یا چند قاعده  -4

 قواعد.  بیان شده در پایگاه

 :تعامل میانگین 

,𝒄𝟏فرض کنید علت های  … , 𝒄𝑱   دارای تعامل از

رابطه زیر، برای  نوع میانگین با یکدیگر هستند.

 میانگین گیری بین آثار آنها به کار می رود.

(8) 𝝁𝒂𝒗𝒈 = [∑
𝟏

𝝈𝒊

𝑱
𝒊=𝟏 ]

−𝟏
× ∑

𝒘′
𝒊

𝝈𝒊

𝑱
𝒊=𝟏  𝝁𝒊             

رابطه فوق، یک میانگین وزن دار بهینه بر روی آثار 

تعامل میانگین، محاسبه می نماید. محلی علل دارای 

پارامتر قطعی تر )واریانس کمتر( و با وزن علت 

در این بیشتر، وزن بالاتری در میانگین گیری دارد. 

′𝒘رابطه، 
𝒊 وزن نرمالیزه شده ،𝒄𝒊 :است 

(9) 𝒘′
𝒊 =

𝒘𝒊

∑ 𝒘𝒕
𝑱
𝒕=𝟏

⁄      , 𝒊 = 𝟏, … , 𝑱      

 واریانس خروجی بلوک میانگین عبارت است از:

(10)𝝈𝒂𝒗𝒈 = [∑
𝟏

𝝈𝒊

𝑱
𝒊=𝟏 ]

−𝟏
                                

 

  تقویت و تضعیفتعامل: 

,𝒄𝟏در تعامل تقویت بین مجموعه علل  … , 𝒄𝑱  ،

شدت ایجاد شده در معلول، بزرگتر یا مساوی 

بزرگترین شدت محلی ایجاد شده توسط علت ها می 

باشد. در مورد تضعیف هم، شدت معلول، کوچکتر 

از کمترین شدت محلی است. از رابطه زیر برای 

 مدلسازی تعامل تقویت و تضعیف استفاده می نماییم:

(11) 𝝁𝒓𝒇𝒄 = 𝟏 − ∑ (𝟏 − 𝝁𝒊)
𝜶𝒊                  

𝑱
𝒊=𝟏 

𝝈𝒓𝒇𝒄 = ∑ 𝝈𝑖

𝐽

𝑖=1

 

𝜶𝒊 از پارامترهای طراحی بوده میزان تقویت و   

،  iتضعیف علل را مشخص می کند. اگر برای هر 

𝜶𝒊 ≥ 𝜶𝒊، تقویت و اگر  𝟏 < ، تضعیف داریم. 𝟏

، در فرایند طراحی و با سعی و خطا و نظر 𝜶𝒊مقدار 

چنین پارامتری در مدلهای  خبره، تنظیم می گردد.

قبلی وجود نداشته میزان تقویت و تضعیف، قابل 

تنظیم نیست. این مسئله یکی دیگر از مزایای مدل 

 پیشنهادی می باشد.

  بیشینه و کمینهتعامل: 

در این تعامل، از بین شدت های محلی ایجاد شده 

,𝒄𝟏توسط علل  … , 𝒄𝑱   شدت بیشینه یا کمینه به ،
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انتخاب عنوان شدت معلول انتخاب می شود. برای 

 شدت بیشنه از رابطه زیر استفاده می کنیم:

(12)  𝝁𝒎𝒂𝒙 = 𝝁𝒊∗   ,    𝒊∗ =
   𝒊𝒏𝒅𝒆𝒙 𝒐𝒇 𝑴𝑨𝑿𝒊(𝝁𝒊

𝝈𝒊) , 
 𝝈𝒎𝒂𝒙 = 𝝈𝒊∗ 
𝝁𝒎𝒊𝒏 = 𝝁𝒊∗   , 𝒊∗ = 𝒊𝒏𝒅𝒆𝒙 𝒐𝒇 𝑴𝑰𝑵𝒊(𝝁𝒊

−𝝈𝒊) 
𝝈𝒎𝒊𝒏 = 𝝈𝒊

∗    
 

است، تابع فوق  1کوچکتر از  𝝁𝒊با توجه به این که 

یک تابع کاهشی است و این بدان   𝝈𝒊با افزایش 

معنی است که از بین دو اثر محلی با امید یکسان، آن 

که دارای واریانس کوچکتر می باشد و به عبارت 

 دیگر قطعی تر است، انتخاب می شود.

  های ترکیبیتعامل: 

ممکن است در مواردی تعامل آثار محلی، با توجه 

به یک قید، تعیین شود. به عنوان مثال بسته به یک 

حالت رخداد یک علت، تعامل از نوع میانگین یا 

تقویت باشد. در این چنین موارد، با توجه به 

وضعیت آن قید، تعاملات مختلف بین آثار محلی 

املات وزن دار از نتجه این تع جمعمحاسبه و یک 

را برابر  جمعوزن تخصیص یافته در  گرفته می شود.

احتمال وقوع حالات مختلف قید شرطی در نظر می 

در بخش بعد، نمونه های تعامل ترکیبی را در  گیریم.

 کاربرد ارزیابی تهدید خواهیم دید.

تست مدل با داده های ورودی و ارزیابی خروجی با  -5

تابعی بر  نظر خبره. اصلاح پارامترهای بلوک های

پس از طراحی مدل، با اعمال  اساس ارزیابی خبره.

ورودی و بررسی خروجی هر بلوک، پارامترهای 

 طراحی مورد بازبینی و اصلاح قرار می گیرند.

 فرایند استنتاج . 3/2

 فرایند استنتاج شامل گام های زیر است:

بدست آوردن آثار محلی از طریق ضرب احتمالات  -1

 تریس احتمال شرطی محلی.گره های ورودی در ما

(13) 𝑬𝒊 = 𝑷(𝒄𝒊) × 𝒑(𝒆|𝒄𝒊)                                

از طریق روابط  𝝈𝒊و  𝝁𝒊، به مقادیر 𝑬𝒊تبدیل بردار  -2

 .7و 6

 𝝁𝒊اعمال ورودیها به موتور استنتاج. هر بلوک مقادیر  -3

،𝝈𝒊  و𝒘𝒊  را از علت هایی که برای آنها شواهدی در

بر اساس قواعد پشتیبان یافت شده است، اخذ نموده، 

𝝁𝒃𝒍𝒌𝒕، خروجی بلوک 𝑷(𝒄𝒊)و احتمالات ورودی، 
 

،𝝈𝒃𝒍𝒌𝒕
𝒘𝒃𝒍𝒌𝒕و  

شماره بلوک، در  tرا تولید میکند.  

موتور استنتاج است. این خروجی ها، به بلوک بعدی 

منتقل می شوند. وزن خروجی  ERو یا بلوک نهایی 

هر بلوک، برابر مجموع وزن های ورودی به آن 

 است.

ودی ها، باید به ، مجددا هر یک از ورERدر بلوک  -4

شکل بردارهایی از جنس متغیر خروجی یعنی 

𝒆𝒃𝒍𝒌𝒕برای تولید بردارهای تصمیم معلول، درآیند، 
 

𝝁𝒃𝒍𝒌𝒕از پارامترهای 
𝝈𝒃𝒍𝒌𝒕و  

ستفاده از ، ابتدا با ا

[، یک توزیع گوسی در 41] 35تابع نرمال کوتاه شده

تولید کرده، این توزیع را بر روی توابع  [0،1بازه ]

عضویت طراحی شده برای هر حالت متغیر معلول، 

می اندازیم. با محاسبه مساحت همپوشانی هر تابع 

عضویت با تابع گوسی اعمالی و نرمالیزاسیون این 

حالات، احتمال هر حالت مساحت ها بر روی همه 

 گره معلول به دست می آید.

 
(14) 𝒈𝒃𝒍𝒌𝒕

= 𝑻𝑵[𝝁𝒃𝒍𝒌𝒕
, 𝝈𝒃𝒍𝒌𝒕

, 𝟎, 𝟏]                                  

 

(15) 𝒆′
𝒃𝒍𝒌𝒕,𝒎

= ∫ 𝑴𝑭𝒎
𝟏

𝟎
× 𝒈𝒃𝒍𝒌𝒕

                                       

  , 𝒎 = 𝟏, … 𝜼  , 𝒕 = 𝟏, … , 𝑲 

(16) 𝒆𝒃𝒍𝒌𝒕,𝒎
=

𝒆′
𝒃𝒍𝒌𝒕,𝒎

∑ 𝒆′
𝒃𝒍𝒌𝒕,𝒎

𝜼
𝒎=𝟏

                                   

𝛈  تعداد حالات گره معلول وK  تعداد ورودی های

)تعداد بلوک هایی که خروجی آنها به  ERبلوک 

                                                           
35

 Truncated normal 
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 مقالـــــه

 

13 

 

ER  .یک تابع نرمال 5شکل وارد می شوند( است ،

𝛍برای  کوتاه شده = 𝟎. 𝛔و  𝟔 = 𝟎. توابع و  𝟒

حالته }زیاد، متوسط، کم{ عضویت برای متغیر سه 

 را نشان می دهد.

 

 نمونه Tnormal: توابع عضویت و تابع 5 شکل

𝑒𝑏𝑙𝑘𝑡 بردار پس از محاسبه
برای هر یک از ورودی های ، 

، استنتاج کامل شده بردار 5، با استفاده از رابطه ERبلوک 

وزن های  آید.، بدست می eاحتمالات حالات گره معلول، 

همچنین وزن را برابر وزن هر بلوک قرار می دهیم.  5رابطه 

خروجی برابر مجموع وزن گره های دارای قرائن می گردد. 

[  دارد، به نوعی بیانگر میزان 0،1این وزن که مقداری بین ]

اعتمادپذیری خروجی بر اساس شواهد ورودی است. هرچه 

می کنند بیشتر باشد، تعداد گره های ورودی که اخذ شواهد 

وزن خروجی به یک نزدیکتر و نتیجه استنتاج قابل اعتماد تر 

خواهد بود. این قابلیت فقط در مدل پیشنهادی قرار دارد که 

 یک مزیت بزرگ محسوب می شود.

دیگر مزیت بزرگ مدل پیشنهادی، عدم نیاز به تعریف 

ین بر خلاف شبکه بیز ی گره های ریشه،بر رو احتمالات اولیه

ای است. در واقع بلوک های تحلیل تنها بر اساس ورودی ه

ن کار می کنند و اگر همه ورودی های یک بلوک، دارای قرائ

فاقد قرینه باشند، آن بلوک تا لحظه اعمال قرینه به متغیرهای 

به این مربوطه، در فرایند استنتاج دخالتی نخواهد داشت. 

س قرائن معتبر خواهد ترتیب، نتایج استنتاج واقعی تر و بر اسا

بود. در شبکه بیزین، به دلیل تعریف احتمالات پیشین بر روی 

خروجی توسط گره های فاقد گره های ریشه، امکان تحریف 

 راهم است.قرینه، ف

 

 ارزیابی تهدید اهداف هوایی .4
 تشکیل مدل.  4/1

د و متغیرهای ورودی شبکه ارزیابی تهدید، دارای تنوع زیا

منابع مختلفی می باشند. بررسی جامع بر روی مراجع مرتبط، 

، 27]به ما معرفی می کندرا،  1متغیرهای اشاره شده در جدول 

با جمع بندی بر روی مراجع و دسته بندی متغیرها،  .[42-48

، به عنوان ساختار شبکه ارزیابی تهدید مشخص می 6شکل

 سهی ورودی به گردد. همان طور که ملاحظه می شود، گره ها

 ،36گره های میانی نیت دسته کلی، دسته بندی شده اند و

این گره ها مانند تهدید،  را می سازند. 38و فرصت 37قابلیت

 {خیلی زیاد، زیاد، متوسط، کم، خیلی کمحالت } 5دارای 

پارامتر، ارزیابی می شود.  سهتهدید هدف، بر مبنای این  هستند.

همچنین نظر فرمانده، به عنوان یک پارامتر حیاتی مستقیما به 

 گره تهدید وارد می گردد.
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 Intent 
37

 Capability 
38

 Opportunity 
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 : پارامترهای ارزیابی تهدید اهداف هوایی1 جدول

 نام متغیر مفهوم حالات

 Velocity (V) سرعت هدف کم، متوسط، زیاد

شونده، نزدیک 

عمودی، دور 

 شونده

 Closing (CL) نزدیک شوندگی هدف

 Along (AL) تبعیت از مسیر استاندارد کم، متوسط، زیاد
 Maneuver مانور هدف کم، متوسط، زیاد

(MNV) 
 Dive (DI) غوص هدف کم، متوسط، زیاد

 Political climate شرایط سیاسی خوب، نرمال، بد

(PC) 
 Feet wet (FW) سطح آبعبور از  مثبت، منفی
تجاری، بمب 

 افکن، شکاری
 Platform (PF) نوع هدف

 Height (H) ارتفاع هدف کم، متوسط، زیاد

 Range (R) فاصله هدف کم، متوسط، زیاد

 Weapon destroy قدرت تخریب سلاح هدف کم، متوسط، زیاد

(WD) 

 Weapon range برد سلاح هدف کم، متوسط، زیاد

(WR) 

 Sea condition شرایط دریا متوسط، زیادکم، 

(SC) 

 Visibility (VS) میزان مشاهده پذیری هدف کم، متوسط، زیاد

 کم، متوسط، زیاد
نزدیکترین نقطه هدف به ما 

 در مسیر پیش روی هدف
Closest point 

approach (CPA) 

خیلی کم، کم، 

متوسط، زیاد، 

 خیلی زیاد

 Commander تهدید هدف از نظر فرمانده

opinion (CO) 

خیلی کم، کم، 

متوسط، زیاد، 

 خیلی زیاد

 Intent (INT) نیت هدف برای حمله

خیلی کم، کم، 

متوسط، زیاد، 

 خیلی زیاد

 Capability قابلیت حمله توسط هدف

(CAP) 

خیلی کم، کم، 

متوسط، زیاد، 

 خیلی زیاد

 Opportunity فرصت حمله توسط هدف

(OPP) 

خیلی کم، کم، 

متوسط، زیاد، 

 خیلی زیاد

 Threat (THR) میزان تهدید هدف

با توجه به شکل فوق، برای استفاده از شبکه بیزین، به یک 

درایه بین گره های ورودی و نیت و  7290با  CPTجدول 

درایه بین گره های ورودی  1215با  CPTهمچنین یک جدول 

 فازی نیز،رت استفاده از سیستم و قابلیت، نیازمندیم. در صو

ی است که تشکیل همین تعداد قواعد باید تعریف شود. بدیه

 است. چنین ساختاری بسیار مشکل 

وزن در نظر گرفته شده برای گره های ورودی عبارت 

  است از:

 : وزن پارامترهای ورودی2 جدول

 V CL AL MNV DI PC متغیر

 4 7 6 3 6 5 وزن

 FW PF H R WD WR متغیر

 7 4 6 5 8 4 وزن

    SC VS CPA متغیر

    6 4 5 وزن

پس از تعیین وزن، جداول احتمال شرطی محلی را برای 

هر یک از گره های ریشه تعیین می نماییم. به عنوان نمونه، 

CPT :محلی گره سرعت عبارت است از 

𝑷(𝑰𝑵𝑻|𝑽) = 

 Int=VL Int=L Int=M Int=H Int=VH 

V=L 0.4 0.4 0.2 0 0 

V=M 0 0.2 0.5 0.2 0.1 

V=H 0 0 0.1 0.4 0.5 

در گام بعد، بایستی قواعد تعاملی بین متغیرهای ورودی 

 قواعد ارائه شده به شکل زیر است:یکی از تعریف شوند. 

  اگرCL دور شونده باشد، تعامل ،CL  وV  از نوع

 میانگین است.

شود یا چنین قاعده ای می تواند مستقیما توسط خبره بیان 

 از چند قاعده زیر، نتیجه گیری شود:
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  اگرCL و  )نیت بسیار کم( دور شوندهV نیت کم(

 باشد، نیت بسیار کم است. بسیار کم(

  اگرCL و  )نیت بسیار کم( دور شوندهV متوسط 

 باشد، نیت کم است. )نیت متوسط(

  اگرCL و  )نیت بسیار کم( دور شوندهV زیاد 

 باشد، نیت متوسط است. )نیت بسیار زیاد(

 Vو  CLبا ادامه این روند، قواعد زیر در مورد تعامل 

 مشخص می گردد:

  اگرCL عمودی باشد، تعامل ،CL  وV  از نوع

 بیشینه است.

  اگرCL نزدیک شونده باشد، تعامل ،CL  وV  از

 نوع تقویت است.

با یکدیگر دارای  Vو  CLمفهوم قواعد فوق این است که 

مشخص می  CLتعامل هستند و نحوه این تعامل را وضعیت 

لازم است آثار محلی آنها دور شونده باشد،  CLکند. اگر 

 CLعمودی باشد، بین آثار محلی  CLمیانگین گیری شود. اگر 

نزدیک شونده  CL، اثر بیشینه انتخاب می شود و اگر Vو 

تقویت می کنند. یعنی یکدیگر را  Vو  CLباشد، آثار محلی 

نیت در نظر گرفته شده در نتیجه تعامل این دو، دارای شدتی 

خواهد بود. این مورد،  Vیا  CLبیش از نیت مستقل ناشی از 

با  نمونه ای از تعامل ترکیبی است که در بخش قبل اشاره شد.

توجه به احتمالاتی بودن ورودی ها، لازم است هر سه حالت 

ود. در انتها با استفاده از یک جمع وزن دار تعامل پیاده سازی ش

، این وزن ها را ایجاد می کند، خروجی CLکه احتمال حالات 

 CLو  V، بلوک تابعی تعامل 7شکل  نهایی محاسبه می شود. 

 را نشان می دهد.

V CL

Int_v Int_cl

P(Int|CL)P(Int|V)

 σ و µ هبساحم

نیگنایم هنیشیب تیوقت

 σ و µ هبساحم

راد نزو عمج

W=p(CL)

 

 CLو  V:بلوک تعامل 7 شکل 

نه را در یبیش، تعامل DIو  AL ،MNVدر مورد گره های 

 نظر می گیریم.

تعامل زیر  PCو  FWبه همین ترتیب، در مورد گره های 

 را خواهیم داشت:

  اگرFW  مثبت باشد، تعاملFW  وPCمیانگین است ، 

  اگرFW  منفی باشد، تعاملFW  وPC  است، بیشینه 

مدل پیشنهادی برای قسمت نیت و گره های ورودی آن 

 خواهد بود. 8مطابق شکل 

 CPTماتریس  6در مدل پیشنهادی، برای شبکه نیت باید 

( FW)برای  5*2و یک ماتریس با ابعاد  5*3محلی با ابعاد 

پارامتر جدول می شود و با  100ایجاد کرد که در مجموع 

شبکه بیزین قابل مقایسه  CPTپارامتر مورد نیاز در  7290

رون نیست. به علاوه، با در دسترس بودن فاکتورهای طراحی د

بلوک های تابعی، طراح از درجه آزادی بسیار بیشتری نسبت به 

هستند،  CPTشبکه بیزین که تنها فاکتور طراحی، جداول 

برخوردار است. همچنین به دلیل در دسترس بودن خروجی هر 

یک از بلوک ها، فرایند عیب یابی و اصلاح شبکه بسیار سریع 

 تر و سر راست تر می باشد. 
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V CL

Int_v Int_cl

 σ و µ هبساحم σ و µ هبساحم

FW PC

Int_F
W

Int_PC

 σ و µ هبساحم σ و µ هبساحم

DI AL

Int_DI Int_AL

 σ و µ هبساحم σ و µ هبساحم

MNV

Int_M
NV

 σ و µ هبساحم

CL و V یلماعت کولب            PC   FW            MNV  DI   AL

 Evidential reasoning

Intent

 

 : مدل پیشنهادی برای شبکه نیت 8شکل 

، یک تعامل چند WDو  WR ،Rبین در بخش قابلیت، 

 ، در نظر می گیریم.WDحالته بر اساس شدت 

  اگرWD  کم باشد، مستقل ازR  وWR قابلیت بسیار ،

 کم است.

  اگرWD متوسط باشد، تعاملWD ،R  وWR  میانگین

 است.

  اگرWD زیاد باشد، تعاملWD ،R  وWR  تقویت

 است.

، 8، چنین بلوکی طراحی شده، مشابه شکل 7مشابه شکل 

موتور استنتاج بخش قابلیت ایجاد می شود. در این موتور، 

 PF، به همراه آثار محلی WRو  WD ،Rخروجی بلوک تعامل 

وارد شده استنتاج را کامل می کنند. به دلیل  ER، به بلوک Hو 

، در هیچ تعاملی شرکت ندارند، اثر محلی آنها Hو  PFاین که 

به شکل برداری باقی مانده لزومی به محاسبه میانگین و 

  واریانس آن نخواهد بود.

برای متغیرهای فرصت، تعامل خاصی قائل نیستیم و آثار 

شده،  ER، مستقیما وارد بلوک CPAو  SC ،VSمحلی 

 خروجی فرصت را می سازند.

در مورد ادامه شبکه یعنی بخش مربوط به تهدید، روال قبل 

 تکرار می گردد.

، دارای اثر مستقیم بر تهدید است. هر گاه فرمانده COگره 

در مورد تهدید یک هدف، اعلام نظر نمود، میتوان خروجی 

ر فرمانده و خروجی شبکه، شبکه را نادیده گرفت و یا بین نظ

 یک میانگین وزن دار محاسبه نمود.

 .  نتایج شبیه سازی3/2

[ 27،44]برای شبیه سازی، از سناریوی مورد استفاده در 

، چینش و نحوه حرکت اهداف استفاده می کنیم. صحنه نبرد

قابل مشاهده است. در این صحنه،  9در شکل  نسبت به خودی،

هدف هوایی شامل دو  4 منبع خودی در وسط صحنه و

 : شبکه ارزیابی تهدید6 شکل
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، در F16و یک شکاری  B2، یک بمب افکن 747مسافربری 

 ، حضور دارند.100km*100kmمساحت 

 

 : صحنه نبرد سناریوی شبیه سازی9 شکل

 0.1ثانیه با فواصل نمونه برداری  20کل زمان شبیه سازی 

[ و بر 27سایر متغیرهای شبکه، بر اساس مرجع] ثانیه می باشد.

 مبنای مشخصات واقعی اهداف، تنظیم شده است.

ر ، د MATLAB، خروجی مدل را در نرم افزار 10شکل 

گیگ و پردازنده  RAM 8با  10یک سیستم عامل ویندوز 

Core i5 .نشان می دهد 

[ 27نیز خروجی همین سناریو با روش مرجع ] 11شکل 

و شبکه بیزین نیز  FCMدر آن با روشهای فازی می باشد که 

 مقایسه شده است.

بزرگ برای گره نیت،  CPTبه دلیل عدم امکان تعریف یک 

[، یک شبکه شکسته شده 27شبکه بیزین استفاده شده در ]

است که توضیحات آن در این مرجع ارائه شده است. همچنین، 

استفاده از معیارهای اعتبارسنجی این مرجع، جهت مقایسه، 

شده است.

 

 : نتیجه ارزیابی تهدید با روش پیشنهادی10شکل 

 

 [27: : نتیجه ارزیابی تهدید با روش مرجع ]11 شکل

روش معیارهای اعتبار سنجی  بین، مقایسه 3جدول 
، شبکه بیزین و روش مرجع FCMپیشنهادی با روش های 

 [ ارائه می دهد.27]

 مقایسه سرعت اجرا برای روش های مختلف: 3 جدول

روش  معیار
FCM 

BN 
روش مرجع 

[27] 

روش 

 پیشنهادی

 0.0023 0.79 0.03 0.74 سرعت اجرا

درجه همواری 

 متوسط
40.48 66.83 65.82 96.8 

درجه حساسیت 

 کلی
14.53 13.25 14.62 8.15 

درجه تفکیک 

 پذیری متوسط
19.83 18.43 20.46 22.47 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                            17 / 22

http://ic4i-journal.ir/article-1-161-en.html


ی 
لم
ة ع

نام
صل
ف

- 
شی

وه
پژ

 
هی

ند
رما
ف

 و 
ل،
نتر
ک

 
ال
س

 
م 
سو

، 
رة
ما
ش

  
ن  

ستا
 تاب
و، 
د

13
98

 

 با استفاده از مدل احتمالاتی قاعده مبنا  ارزیابی تهدید اهداف هوایی 

18 
 

روش پیشنهادی این مقاله،  ملاحظه می شود،همانطور که 

مورد مقایسه، عملکرد بهتری از سایر روش ها،  4مورد از  3در 

  از خود نشان می دهد.

برابر سریعتر از  13سرعت اجرای روش پیشنهادی، حدود 

BN  برابر سریعتر از  320شکسته شده و حدودFCM  و روش

ه اصلی در این مزیت، یک برگ برند [ می باشد.27مرجع ]

 میدان پیچیده نبرد، محسوب می شود. 

درجه همواری متوسط، به میزان بسیار زیادی، بهتر از سایر 

روش ها است که این موضوع، در نمودارهای تهدید نیز به 

 وضوح قابل مشاهده است.

از نظر درجه حساسیت، روش پیشنهادی دارای نمره پایین  

تری نسبت به سایر روش ها است. این پدیده، به علت نوع 

مدل سازی رخ می دهد و می توان با تغییر آن یا افزایش وزن 

 پارامترهای مهمتر، حساسیت مدل را افزایش داد.

از نظر تفکیک پذیری نیز، مدل پیشنهادی، دارای عملکرد 

 ی است.بهتر

همانطور که ملاحظه می شود، روش پیشنهادی دارای 

مزایای زیادی است که مهمترین آنها، سرعت استنتاج بالا، 

انعطاف پذیری در طراحی و فرایند اصلاح سریعتر مدل می 

باشد. این مزایا در قبال برخی پیچیدگی های طراحی نظیر 

 بعیتااستخراج تعاملات و همچنین تعیین ضرایب بلوک های 

بدست می آیند. در واقع در صورتی که نحوه تعاملات، به 

صورت واضح بیان نشده باشند، طراح می بایست نسبت به 

استخراج آنها از قواعد خام بیان شده توسط خبره، اهتمام ورزد. 

همچنین روابط معرفی شده برای مدل، جزء پارامترهای طراحی 

ک از خبره، هستند که طراح با سعی و خطا و گرفتن فیدب

 نسبت به اطلاح و تنظیم آنها اقدام می نماید.

 .  سایر روش ها3/3

در این مقاله، مدلی جدید بر پایه ترکیب روش های قاعده  

مبنا و شبکه های بیزین ارائه و با این دو روش مقایسه گردید. 

دلیل این امر، جامعیت و فراگیری دو روش یاد شده در مقایسه 

وجود است. از منظر ظرفیت مدل سازی با دیگر روش های م

، روش 39خبره و همچنین توانایی مدیریت انواع عدم قطعیت

های احتمالاتی)شبکه بیزین( و قاعده مبنا، دارای قدرت 

بیشتری بوده و در مسئله ای نظیر ارزیابی تهدید، دارای استفاده 

نیز  40شافر-غالب هستند. روش های دیگری نظیر دمپستر

ه در مدلسازی خبره و ارزیابی تهدید دارند که به قابلیت استفاد

 وجودهمچنین  و دلیل عدم امکان تعریف قاعده در آن

تناقضات و محدودیت های ریاضی که توضیح آنها در این 

 [. 49] ، ، در اولویت نمی باشندمقاله نمیگنجد

همچنین بررسی مجموعه مقالات مبتنی بر روشهای 

 تم ژنتیک و شبکه های عصبیه الگوریهوشمند زیستی از جمل

نشان می دهد که این روشها کمتر برای ارزیابی تهدید استفاده 

شده اند و یا در لایه اول مدل تلفیق داده در مواردی نظیر تلفیق 

تصاویر و استنتاج تصویری بکار گرفته شده اند. علاوه بر این 

در پژوهش هائی که از این روشها برای ارزیابی تهدید بصورت 

ستقیم استفاده شده است، معمولا پارامترهای کمتری در نظر م

گرفته شده است و در ساده ترین شکل تلفیق آنها استفاده شده 

است. البته استفاده ترکیبی از این روشها با سایر روشهای معتبر 

نظیر فازی و شبکه بیزین می تواند نتایج خوبی در بر داشته 

جانبی در ارزیابی تهدید نظیر  باشد. این روشها بعنوان ابزارهای

محاسبه برخی از پارامترها، پایدار سازی نتایج و تخمین 

ائی مناسب این روشها را نشان دهد پارامترها نیز می تواند کار

[50-52.] 

 نتیجه گیری .5

در این مقاله، یک مدل احتمالاتی قاعده مبنا برای ارزیابی 

تهدید اهداف هوایی ارائه شد. این مدل که با الگو برداری از 

شده  و ترکیب آن با مدل باور قاعده مبنا حاصل ،CIMمدل 

است، به دلیل ساده سازی فرایند های طراحی و استنتاج، از 

دگی محاسباتی بسیار کارایی بسیار بالایی برخوردار است. پیچی

پایین تر، باعث شده تا این مدل به عنوان یک روش بلادرنگ، 

در کاربرد ارزیابی تهدید، امکان بهره برداری داشته باشد. 

                                                           
39

 Uncertainty  
40

 Dempster-shafer 
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، بسیار ساده پیشنهادی همچنین فرایند طراحی و تشکیل مدل

شبکه های بیزین و مدل های تر و با پارامترهای کمتر نسبت به 

د که همین امر، امکان عیب یابی و اصلاح فازی انجام می گرد

مدل را ساده تر و سریعتر می نماید. به طور کلی، می توان 

 مزایای زیر را برای مدل پیشنهادی بر شمرد:

  محدود کننده و غیر کااربردی روش  حذف فرض های

 CIMهای خانواده 

 امکان در نظرگیری کنش های مختلف بین علل 

  در مقایساه باا شابکه     طراحی سریعتر و آسان تر مادل

 های بیزین و سیستم فازی

 کاهش پیچیدگی و افزایش سرعت در فرایند استنتاج 

 ایجاد درک نسبت به فرایند استنتاج در طراح 

 عیب یابی و اصلاح سریع و آسان مدل 

   افزایش دقت خروجی با در دسترس بودن پارامترهاای

 بیشتر طراحی

 امکان وزن دار کردن ورودی ها 

 ه تعیاین احتماالات اولیاه بارای گاره هاای       عدم نیاز ب

 در مقایسه با شبکه های بیزین ریشه

در مقابل امتیازات مدل، فرایند استخراج تعاملات از قواعد 

استخراج شده و طراحی بلوک های تابعی، از پیچیدگی های 

نسبی مدل می باشد. در صورتی که چگونگی و میزان 

از این پیچیدگی کاسته  تعاملات، از سوی خبره قابل بیان باشد،

 می شود.

و مقایسه با روش اهداف  شبیه سازی سناریو ارزیابی تهدید

در گواه برتری مدل پیشنهادی  [، 27در مرجع ] های رقیب

سرعت اجرای مدل،  اغلب فاکتورهای اعتبار سنجی می باشد.

بسیار بالاتر از روش های رقیب است که کاربرد آن را در 

 تهدید، توجیه پذیر می نماید.  مسئله حساس ارزیابی

عاملات پیچیده توسعه بلوک های تابعی برای پیاده سازی ت

 تر، از جمله پیشنهادات برای توسعه های آتی مدل می باشد.
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