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الگوریتم بهینه  پیش بینی میان مدت و كوتاه مدت بار با بكارگیري شبكه هاي عصبی راف و 

 سازي جهش ملخ 

 

 4سعید خراطی، 3شهرام کریمی ، 2حمدی عبدی، 1محمد فردوسیان 

 

 1399/ 07/ 15 تاریخ پذیرش:      1399/ 01/ 09 تاریخ دریافت:

 چکیده 

با افزایش جمعیت و رشد جوامع صنعتی تغییرات بار مصرفی در شبکه های قدرت غیر قابل اجتناب بوده و لازم است میزان بار مورد نیاز 

بینی الگوی  مناسبی برای برآورد بار و انرژی باشد. همچنین این پیششبکه، پیش بینی شود. پیش بینی بار ساعتی به صورت میان مدت می تواند معیار  

بینی کوتاه مدت بار خواهد بود. در این مقاله روش جدیدی برای پیش بینی ساعتی بار به صورت میان مدت و کوتاه مدت با   خوبی برای پیش 

که های  استفاده از شبکه های عصبی راف و الگوریتم جهش ملخ ارائه می گردد. در این مقاله یک شبکه عصبی راف بهبود یافته ارائه شده است. شب

عصبی راف نوعی از ساختارهای عصبی هستند که براساس نرون های راف طراحی می شوند. یک نرون راف را می توان به صورت زوجی از نرون 

ه های پرسپترون چند لایه شبکه عصبی راف نیز می تواند با  ها در نظر گرفت که به نرون های کران بالا و کران پایین مرسوم هستند. همانند شبک

فتادن در کمینه  استفاده از الگوریتم پس انتشار خطا مبتنی بر گرادیان نزولی آموزش داده شود. با این حال این الگوریتم دارای مشکلاتی مانند در دام ا

استی غلبه می شود. برای شبیه سازی روش پیشنهادی در پیش بینی بار های محلی است که در این مقاله به کمک الگوریتم جهش ملخ، بر این ک

قیت روزانه، شبکه سراسری برق دبی به منظور اعمال شبکه های عصبی راف و ترکیب آن با الگوریتم جهش ملخ ارائه می گردد که نتایج نشانگر موف

 آمیز بودن روش های پیشنهادی می باشد.
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 مقدمه  -1

پیش بینی بار یک فرایند مرکزی و جامع در برنامه  

است.   بوده  برق  صنعت  برداری  بهره  و  ریزی 

روشهای زیادی در دو دهه اخیر برای حل بهینه 

این مسئله پیشنهاد شده اند. این روشها اغلب به  

نظریات   به  و  داشته  تفاوت  هم  با  ماهیت  لحاظ 

پاسخ  اقتصادی  های  تحلیل  و  مهندسی  مختلف 

د. یکی از مراحل مهم در طراحی سیستم می دهن

های توزیع انرژی الکتریکی پیش بینی بار و سیر  

تغییرات آن از زمان حال تا پایان سال مورد نیاز  

بار   صحیح  بینی  پیش  باشد.  می  طراحی  برای 

سرمایه   های  هزینه  در  جویی  صرفه  بر  علاوه 

گذاری، امکان برنامه ریزی زمانی مناسب جهت 

ر پروژه  )طراحی اجرای  نماید  می  فراهم  نیز  ا 

حال  در  و  پیشرفته  کشورهای  در  دینامیک(. 

بلند  و  مدت  میان  اقتصادی  های  برنامه  توسعه، 

و  اقتصادی  اهداف  به  رسیدن  منظور  به  مدتی 

اجتماعی آن کشورها طرح ریزی می شود. یکی  

بینی   پیش  اقتصادی،  های  برنامه  های  شاخه  از 

ینی مصرف  مصرف انرژی و شاخه فرعی، پیش ب

انرژی الکتریکی است. با پیش بینی مصرف انرژی  

الکتریکی می توان اطلاعات کافی برای طراحی  

پیش   این  و توسعه شبکه های توزیع تهیه کرد. 

بینی به منظور تحلیل نیازهای آینده و برنامه ریزی  

فیدرها، پست  وابستگی  و  درباره محل، ظرفیت 

است.   های اصلی و پست های فرعی، مورد نیاز

اعمال  با  الکتریکی  انرژی  مصرف  بینی  پیش 

ضریب بار به پیش بینی بار پیک تبدیل می شود  

تا جهت طراحی اجزاء مختلف سیستمهای تولید،  

شود.   استفاده  الکتریکی  انرژی  توزیع  و  انتقال 

لحاظ   از  وسیع  مقیاس  در  الکتریکی  انرژی 

نمی ذخیره  قابل  دلیل  اقتصادی،  بدین  باشد. 

شاخه  اقتصاد  برخلاف  در  اقتصاد،  دیگر  های 

انرژی تولید  با مصرف,  باید همزمان  الکتریسیته 

باشد، گردد. میزان مصرف بار الکتریکی ثابت نمی

از  تابعی  غیرخطی،  و  پیچیده  تصوری  بلکه 

می  متعددی  متغیر پارامترهای  به  توجه  با  باشد. 

بودن میزان مصرف بار الکتریکی، شرکتهای تولید  

برق،   پیش کننده  با  زمان موظفند  در  بار  بینی 

برای بندی  نیاز  مورد  اطلاعات  مختلف،  های 

تصمیم گیریهای خود در سیستم قدرت را حاصل 

نمایند. دوره های پیش بینی بار به سه دسته زیر  

تقسیم می شوند: الف( کوتاه مدت )چند روز تا  

دو   یا  )یکسال  مدت  میان  آینده( ب(  هفته  یک 

آینده( ج( دراز مدت )تا   .   10سال  آینده(  سال 

اه مدت بار که در آن بار یک روز پیش بینی کوت

تا یک هفته آینده به صورت ساعتی پیش بینی می  

بهره   جهت  ریزی  برنامه  در  مهمی  معیار  شود 

برداری از شبکه های قدرت می باشد. تعیین زمان  

حداکثر بار و آمادگی قبلی برای زمان های بحرانی 

پخش مطالعات  قابلیت    شبکه،  مطالعات  بار، 

اطمینان سیستم، برنامه ریزی برای سرویس شبکه  

و حتی بهره برداری اقتصادی از شبکه های تولید 

و انتقال همگی در گرو پیش بینی بار ساعتی میان  
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مدت می باشد. روش سنتی پیش بینی بار، استفاده 

، لیکن در سالهای  [2-1]از نتایج آماری می باشد

اخیر روشهای جدیدی بر اساس هوش مصنوعی 

 ارائه گردیده است. 

 هاي مرتبط . پژوهش1-1

به منظور پیش بینی بار در کوتاه مدت تحقیقات  

مختلفی صورت گرفته است. استفاده از اطلاعات  

کاربرد   تواند  می  بار  بینی  پیش  در  هواشناسی 

مرجع   در  باشد.  داشته  از   [1]زیادی  استفاده 

اطلاعات هواشناسی با استفاده از روش رگرسیون  

است. شده  استفاده  بار  بینی  پیش  منظور  در   به 

مدت  [2]مرجع   کوتاه  بینی  برنامه    بابار   پیش 

و   بر  ریزی خطی  آن  یک نقش  امنیتی  عملکرد 

سپس  شده است.  بررسی    سیستم مدیریت انرژی

ماهیت بار و عوامل مختلفی که بر رفتار آن تأثیر  

گذارد   است.  بحث  مورد  می  گرفته  طبقه قرار 

و  بار  سازی  مدل  های  روش  انواع  دقیق  بندی 

بینی پیش  های  مقاله تکنیک  این  شده   در  ارائه 

ابزار مناسبی برای پیش بینی    است. شبکه عصبی

بارهای کوتاه مدت محسوب می شود که در این  

است.   شده  ارائه  زیادی  مقالات  تکنیک زمینه 

برای پیش بینی   ANN)1( شبکه عصبی مصنوعی

پیشنهاد شده است که    [3]درمقاله   بار کوتاه مدت

داده ها از دو سرویس در مدل سازی و پیش بینی  

 ANN علاوه بر این، اثربخشی کند،  استفاده می

 24بار    ساعته بعدی در پیش بینی پروفیل  24مدل  
 

1 artificial neural network 

ساعته    1سنتی     ANN ساعت در یک زمان با مدل

 .[3]است  مقایسه شد

پیش   برای  عصبی  شبکه  یافته  بهبود  روش  یک 

است  شده  پیشنهاد  مدت  کوتاه  بارهای  ،  بینی 

انتخاب  همچنین   برای  مناسب  استراتژی  یک 

است  شده  ارائه  عصبی  شبکه  این   آموزش   که 

مشکل تغییرات شدید    کاهشاستراتژی از مزایای  

مشاهدات   که  است  هوایی  و  آب  الگوهای  در 

کن می  ایجاد  را  شبکه  آموزش  برای  د، نامناسب 

عصبی یافته  بهبود  شبکه  از    ،الگوریتم  ترکیبی 

بار  که  است  خطی  غیر  و  خطی  اصطلاحات 

  ربط   ورودی و دما را به خروجی پیش بینی بار

الگوریتمو    می دهد دقت   ،استراتژی جستجو و 

بهبود یافته را نسبت به سایر روش ها نشان می 

با استفاده از داده های دو سال    شبیه سازیدهد،  

گرفت  قرار  آزمایش  مقاله  .  [4]مورد   [ 5]در 

بررسی پنج تکنیک پیش بینی بار کوتاه مدت )تا 

گیرد  24 می  قرار  استفاده  مورد   که ساعت( 

عبارتند از: رگرسیون چندگانه خطی؛ سری زمانی 

آماری تصادفی؛   فضای  تحلیل  فیلتر    حالت ؛  و 

دان   کالمن بر  مبتنی  رویکرد  یک  خلاصه  ش.و 

برای درک سطح   ارائه شده  نتایج  از  ای  مقایسه 

مورد توجه ذاتی سختی هر یک از این تکنیک ها  

است.   گرفته  عصبی قرار  شبکه  روش  یک 

برای پیش بینی بار کوتاه مدت    (ANN) مصنوعی

شو می  استفاده  بزرگ  قدرت  سیستم  بار   د.یک 
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دارای دو الگو متمایز است: الگوهای روز هفته و  

الگوی روز آخر هفته شامل   .روزهای آخر هفته

چندین    د.روزهای شنبه، یکشنبه و دوشنبه می شو

مدت   ANN ساختار کوتاه  بار  بینی  پیش  برای 

بارهای گذشته  ،   ANNورودی   د.آزمایش شده ان 

پیش بینی بار برای یک ،  ANN است و خروجی

شبکه با یک یا دو لایه پنهان  .  روز داده شده است 

مورد آزمایش قرار   ، با ترکیب های مختلف نرون

بینی  پیش  به خطای  توجه  با  را  نتایج  و  گرفت 

ارائه یک مدل   [ 7]  این مقاله .  [6]مقایسه می کند

پیش بینی بار کوتاه مدت بر اساس شبکه عصبی  

انرژی    (ANN) مصنوعی کنترل  مرکز  برای 

را ارائه می    PPC)2 (شرکت برق عمومی یونان

ین مدل می تواند پروفایل های روزانه بار  د. اده 

پیش  روز  هفت  تا  یک  سربسته  زمان  یک  با  را 

تجارب  ت،توجه به مدل دقیق تعطیلا .بینی کند

مورد   در  مدل  توسعه  طول  در  آمده  دست  به 

ساختار ورودی،  متغیرهای  و   ANN انتخاب 

مجموعه داده های آموزشی در مقاله شرح داده  

نتایج نشان می دهد که مدل پیش بینی   ت.شده اس

ارائه می ده  بینی های دقیق را  یک   د.بار، پیش 

برای   جامع  کنترل  مرکز  یک  از  ضروری  جزء 

سیستم های قدرت، یک روش برای محاسبه پیش  

مقاله به بررسی  .  بینی های بار کوتاه مدت است 

مقادیر   اساس  بر  انطباق  بینی  پیش  سیستم  یک 

یکپارچ  ساعتی  تقاضای  از  شده  می  مشاهده  ه 

 
2 Public Power Corporation 

و  .پردازد بالا  دقت  که  یافته  توسعه  مدل  یک 

  .[8]سادگی عملیاتی را ارائه می دهد

مقاله   پیش    [9]در  برای  فازی  استنتاجی  روش 

می   پیشنهاد  مدت  کوتاه  بار  روش  شود.  بینی 

پیشنهادی یک ساختار بهینه از استنتاج فازی ساده  

توابع   تعداد  و  مدل  خطاهای  که  کند  می  ایجاد 

بارهای ،  عضو غیرخطی  رفتارهای  درک  برای 

 .ندبه حداقل می رسارا  کوتاه مدت نیروی برق  

یک الگوریتم فراابتکاری به  این مدل با استفاده از  

 شبیه سازی شده است. SA3نام 

بار کوتاه مدت ساختمان در عملیات   بینی  پیش 

روزانه ساختمان های هوشمند سبز آینده، به ویژه  

ارزیابی   و  کنترل  های  سیستم  گیری  شکل  در 

اثرات زیست محیطی مرتبط، ضروری است. اکثر 

کارهای پژوهشی قبلی بر روی تکنیک های پیش 

بینی تمرکز کرده اند، اما در مورد ارزیابی قابلیت 

عوامل تاثیرگذار مثل آب و هوا پیش بینی های  

.  مطالعاتی انجام نشده است  شده در ساعات آینده

این مقاله یک روش بهبود یافته برای پیش بینی 

با یک    24بار ساختمان در   ساعت آینده، همراه 

مدل  کیفیت  کند.  می  تهیه  پشتیبان  نسخه  روش 

تولید پیش بینی آب و هوا و روش های پیش بینی 

طریق مطالعه موردی در مورد کاربرد در    شده از

قرار   بررسی  مورد  دانشگاهی  های  ساختمان 

گرفت. نتایج نشان داد که دقت پیش بینی بار با  

استفاده از داده های آب و هوایی واقعی در رکورد 

3 Simulated Annealing 
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و یا داده های آب و هوا پیش بینی شده از مدل 

مدل پیش  وبسیار مشابه است.    ،تولید مشخصات

مناسب برای اعمال پیش بینی بار   ،بینی آب و هوا

بین   مقایسه های  این،  بر  ساختمان است. علاوه 

مجموعه های مختلف داده های ورودی نشان داد 

ورود   ،که دقت پیش بینی از طریق فیلتر داده ها

داده ها و روش های تجدید ساختار بهبود یافته  

 .[10]است 

روشی برای پیش بینی بار سیستم    [11]در مقاله  

توزیع پیشنهاد شده است که هدف آن ارائه پیش  

بارگذاری با وضوح بالا با   و   بینی بار بسیار دقیق

 استفاده از یک پیش بینی بر مبنای بردار پشتیبانی

 )4(SVR   دو پارامترهای  سازی  بهینه  روش  و 

این   به  به طور خاص،  ای ترکیبی است.  مرحله 

دلیل که پروفیل های بار در سیستم های توزیع  

دارای انحرافات ناگهانی هستند، نرمال سازی داده  

ها به عنوان پیش پردازش داده های بار طراحی  

برای داده های  SVR شده است. سپس یک مدل

بار برای پیش بینی بار آینده آموزش داده می شود. 

بهتر  عملکرد  بهینه  SVRبرای  الگوریتم  یک   ،

سازی ترکیبی دو مرحله ای برای تعیین بهترین  

 پارامترها پیشنهاد می شود. 

یک چارچوب پیش بینی مبتنی بر حافظه طولانی  

مبتنی بر حافظه با استفاده از توالی مصرف    ،مدت

پیشنهاد شده است تا به چنین مشکل فرار   ،لوازم

دقت پیش بینی را می    می دهدنشان   که  بپردازد 

 
4 support vector regression 

های   داده  در  لوازم خانگی  اندازه گیری  با  توان 

داد افزایش  توجهی  قابل  طور  به   .آموزشی 

از طریق مطالعات   اثربخشی روش پیشنهاد شده 

دنیای   داده  مجموعه  یک  در  گسترده  مقدماتی 

 .[13-12]واقعی معتبر است 

یکی از روش های مهم مورد استفاده در فرآیند  

پیش بینی بار، روش سری های زمانی می باشد. 

مجموعه  روش  که  این  است  مشاهدات  از  ای 

شده  مرتب  زمان  دیگر براساس  عبارت  به  اند. 

سری می یک  گفت  مجموعه   توان  از  زمانی  ای 

های آماری است که در فواصل زمانی مساوی  داده 

بندی  آوری شده باشند. در تقسیمو منظمی جمع

سری  گسسته  کلی،  و  پیوسته  به  را  زمانی  های 

پیوسته  کنند. یک سریبندی می  تقسیم زمانی را 

در   پیوسته  صورت  به  مشاهدات  هرگاه  گویند، 

سری باشند.  شده  ایجاد  گسسته زمان  را  زمانی 

زمان   [13]گویند در  فقط  مشاهدات  های هرگاه 

یکدیگر   از  فواصل مساوی  به  معمولا  که  معینی 

باشد   ثبت شده  دارند،  زمانی  تغییرات سری قرار 

زیر می عوامل  از  بعضی  تغییرات  علت  به  تواند 

ها طبیعی و برخی ناشی از باشد که تعدادی از آن 

عوامل اقتصادی و اجتماعی هستند. معمولا برای 

سری  یک  میتحلیل  فرض  این زمانی  کنیم 

-14]ی چهار مؤلفه اصلی هستندتغییرات نتیجه 
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مؤلفه   نیا  .[15 یا  معرفی  اجزاء  ادامه  در  ها 

ممکن است    ،یک سری زمانی مشخص شوند  می

اجزاء  این  از  یا فقط برخی  از هر چهار جزء و 

شده زمانی سری   .[17-16]باشد  تشکیل    ، های 

های آمار و احتمال است که در سایر  یکی از شاخه 

ارتباطات،    هارشته  مهندسی  اقتصاد،  مانند 

بازاریابیهواشناسی  مدیریت،  کاربرد   ،   ... و 

 . [21-20-19-18]دارد فراوانی

بار    بینی  پیش  برای  زمانی  سری  مقاله  این  در 

که به کمک ابزار شبکه عصبی    استفاده می شود

 سعی در پیش بینی بار داریم. 

 مرور کلی مقاله  .1-2

در این مقاله استفاده از الگوریتم ملخ برای اولین  

بار برای آموزش شبکه عصبی راف استفاده شده  

است. به کمک الگوریتم جهش، وزن های شبکه 

عصبی راف تعیین شده و در نهایت به کمک تابع  

هزینه ای که از خطای پیش بینی بدست می آید 

 تکرار الگوریتم انجام می شود.

ابتدا فرمولاسیون روش پیشنهادی ارائه   در ادامه 

میگردد که در آن مفاهیم مربوط به شبکه عصبی  

راف و الگوریتم بهینهسازی جهش ملخ توضیح 

. در ادامه روش پیشنهادی بر روی  داده خواهد شد

یک شبکه نمونه اعمال میگردد و دقت این روش 

 در مقایسه با روشهای دیگر نشان داده خواهد شد. 

 فرمولاسیون روش پیشنهادی  .2

بینی   پیش  منظور  راف   باربه  عصبی  شبکه  از 

بدین منظور اطلاعات بدست  ،استفاده شده است 

آمده به عنوان اطلاعات خام در نظر گرفته شده 

 است که نیاز به پیش پردازش و غربال گری دارد. 

داده پردازش صورت   ها  بر روی  عملیات پیش 

استخراج  می   برای  را  داده  ابتدا  عبارتی  به  گیرد 

کنیم آماده می  از حذف    ،ویژگی  این مرحله  در 

میشود  استفاده  نویز  حذف  فیلترهای  و  که   نویز 

داده های پرت و نامرتبط کنار گذاشته شده و از 

نویز   حذف  کاهش  منظور  به  میانگین  فیلترهای 

به   که  هایی  داده  ترتیب  بدین  استفاده می شود. 

دلیل نویز زیاد ممکن است اتفاق افتاده باشند با  

می   حذف  گیری  میانگین  و  آستانه  حد  روش 

   شوند.

تکنیک هایی که در انتخاب متغیرها در پیش بینی  

سری زمانی یا شناخت الگو رایج هستند، وظایف  

مستقیم   غیر  یا  مستقیم  به طور  ها  الگوریتم  این 

داده  بین  متقابل  اطلاعات  سازی  حداکثر  شامل 

های ورودی و خروجی می شود. با این وجود، 

برای   بالا  به تلاش محاسباتی  نیاز  ها  این روش 

سبه آنتروپی مشترک، که نیاز به برآورد توزیع  محا 

احتمالی مشترک است را دارد. برای جلوگیری از 

این تلاش محاسباتی، می توان یک انتخاب متغیر  

  / مجاز  از حد  بیش  اصل کمترین  اساس،  بر  را 

حداکثر ارتباط استفاده کرد که اطلاعات متقابل را  

ن  به صورت غیر مستقیم با هزینه محاسبات پایی 

بهینه   این حال، مشکل  با  به حداکثر می رساند. 
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بررسی همه   برای  مثال  به عنوان  ترکیبی،  سازی 

دهنده   نشان  هنوز  متغیرها،  از  ممکن  ترکیبات 

این  به  توجه  با  است.  بزرگ  محاسباتی  تلاش 

هزینه محاسباتی، برخی از آثار قبلی با روش ساده 

ای از جستجوی افزایشی، پیشنهاد شده است که 

با   یابد.  می  دست  مطلوب  شبه  حل  راه  یک  به 

محدودیت های روش های موجود، این  توجه به  

کد برای بهینه سازی ترکیبی با استفاده از الگوریتم 

 . [23] های ژنتیک توسعه داده شد

در این مقاله سعی شده است از الگوریتم ژنتیک  

به عنوان انتخاب مولفه برای انتخاب ویژگی بهینه  

  ، استفاده از اطلاعات موثر در تولیداستفاده شود.  

اینکه   به  توجه  با  است.   بار  بینی  پیش  برای 

حجم بالایی از دادهها را دارا    ، دادههای پایگاه داده

در این مقاله از ویژگیهایی استفاده میشود    ،میباشند

الگوریتم    .نقش موثری دارند  پیش بینی بار،که در  

استفاده شده در این مقاله به صورت زیر میباشد  

 . که در شکل زیر نشان داده شده است 

 

 

:فلوچارت پیشنهادی انتخاب ویژگی های بهینه با الگوریتم   1شکل

ژنتیک به منظور استخراج ویژگی های بهینه و ویژگی هایی که  

 [ 23]بیشترین تاثیر را در پیش بار دارند از مقاله 

 

 شبكه عصبی راف. 2-1

مقدار متغیر    ،با توجه به اینکه در مسائل شناسایی

برای آموزش شناساگر   وابسته در دسترس است،

 عصبی میتوان از یادگیری با نظارت استفاده نمود. 

فرآیند یادگیری در شبکه عصبی راف  از این رو،

مانند یک شبکه پرسپترون پیشرو چند لایه میتواند  

مبتنی   خطا  انتشار  پس  الگوریتم  از  استفاده  با 

شود، سازی  پیاده  اول  مرتبه  نزولی   برگرادیان 

خروجی   در  شده  ایجاد  خطای  مقدار  بطوریکه 

الگوریتم این  از  استفاده  با  میشود.   ،شبکه   کمینه 

بر  مبتنی  انتشار خطا  پس  الگوریتم  که  چند  هر 

 شروع

 جمع اوري داده هاي مرتبط با بار

آیا ویژگی هاي بهینه انتخاب شده 

 است؟

ورود ویژگی به منظور استفاده در الگوریتم 

 ژنتیک

 خیر

 ساخت ماتریس آموزش شبكه عصبی راف

آموزش شبكه عصبی راف با الگوریتم جهش 

 ملخ
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گرادیان نزولی در آموزش انواع شبکههای عصبی  

این    ،پیشرو با  است  بوده  وموفق  فراگیر  روشی 

 . حال دارای محدودیتهایی نظیر کمینه محلی است 

در این مقاله به منظور بهبود شبکه عصبی راف از 

از آنجا    الگوریتم جهش ملخ استفاده شده است.

که اغلب سیستمهای واقعی از جمله سیستمهای  

مصرفی مواجه    بار  زیادی  قطعیتهای  عدم  با 

قادر به تقریب   ،شبکههای عصبی معمول  ،هستند

کامل آنها نبوده و اغلب عملکرد سیستم در مواجه  

اغتشاش این    ،با  رفع  برای  نیست.  مطلوب 

از   یکی  که  راف  عصبی  شبکههای  از  مشکلات 

شبکه عصبی مقاوم در برابر عدم قطعیت میباشد،  

میشود با  تفاو.  استفاده  شبکهها  این  اصلی  ت 

و   نرونها  ساختار  در  چندلایه  عصبی  شبکههای 

به   شبکهها  این  در  است.  بینها  ارتباطی  وزنهای 

نرونهای   از وزنها و  نرونها قطعی  جای وزنها و 

برای   که  این صورت  به  میشود  استفاده  بازهای 

نرون ها و وزنها، حد بالا و پایین تعریف میشود 

یه ها قابل اجرا است. و این روند برای تمامی لا

بازهای بودن وزنها و نرونها با پوشش دادن عدم  

دادههای   و  سیستم  مدل  در  موجود  قطعیت 

ورودی میتواند مقاومت سیستم را در برابر نویز  

افزایش   زیادی  حد  تا  ورودی  اغتشاشات  و 

 . [14]دهد

و   معمولی  نرونهای  از  راف  عصبی  شبکه  یک 

تشکیل  متصل شدهاند  هم  به  که  نرونهای راف 

یافته است. زمانی که ورودی یک شبکه عصبی  

یک عدد نیست و یک برد است، مانند دمای هوا، 

میزان بارش و غیره، اگر از شبکه عصبی معمولی 

نتایج خوبی حاصل نخواهد شد و  استفاده شود 

اما اگر از شبکه    .میزان خطا بسیار زیاد خواهد بود

این  استفاده شود  نرونهای راف  بر  مبتنی    عصبی 

نرون   یک  بود.  خواهد  حل  قابل  مسائل  گونه 

,𝑟)یک زوج مرتب به صورت    rراف 𝑟)    ،میباشد

بالا و دیگری   (𝑟̅)به طوری که  کرانه     (𝑟)کرانه 

  ، پایین میباشد. یک نرون راف به نرون راف دیگر 

  2است. شکل    لاز طریق دو یا چهار یال، متص

نشان  را  راف  نرون  دو  اتصال  مختلف  نوع  سه 

 sفعالیت نرون   r)الف( نرون  2میدهد. در شکل 

باعث تحریک   rرا تعدیل میکند. حال اگر نرون  

)ب( خواهد    2گردد، شکل آن مانند شکل    sنرون  

)ج(    2مانند آنچه که در شکل    ،بود. آخرین نوع

به   است،  کامل  اتصال  نوع  است،  شده  آورده 

شبکه  که  و    ،طوری  تحریک  اتصالات  شامل 

 تعدیلکننده است. 

 

 

سه نوع اتصال مختلف بین دو نرون راف، )الف( اتصال   :2شكل

 تعدیلكننده، )ب( اتصال تحریككننده، )ج( اتصال کامل 

𝑟 𝑟 

𝑆 𝑠 

𝑟 𝑟 

𝑆 𝑠 

𝑟 𝑟 

𝑆 𝑠 

 )ب( )الف(

 

 )ج(
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کوتاه   بارهای  بینی  پیش  در  راف  عصبی  شبکه 

که   [14]مدت کاربرد زیادی دارد، از جمله مقاله  

مناسبی   ابزار  راف  عصبی  شبکه  دهد  می  نشان 

برای پیش بینی بارهای کوتاه مدت به شمار می  

 رود.

 
 ساختار نرون راف :3شكل

5الگوریتم بهینه سازي ملخ  .2-2
GOA [24 ] 

عنوان  ه  ملخ از خانواده حشرات می باشد. آنها ب

شوند چرا که موجب آسیب زدن   آفت شناخته می

به محصولات کشاوزی می باشند. چرخه زندگی  

 نشان داده شده است. 4ملخ در شکل 

 
 : سیر تكاملی ملخ 4شكل

اگرچه ملخ  معمولا در طبیعت بصورت تکی و 

شود، آنها در یکی از بزرگترین    جداگانه دیده می

 
5 Grasshopper optimisation algorithm 

گروه ها از تمام موجودات قرار دارند. اندازه گروه  

یک   و  بزرگ  خیلی  مقیاس  در  است  ممکن  ها 

بالدار   ملخهای  باشد.  کشاورزان  برای  کابوس 

ملخ خانواده  از  آفریقایی  آسیایی  های   مهاجر 

بزرگ   گروههای  در  هستند.آنها  صدادار  جهنده 

می  بزرگزندگی  ملخکنند.  گروه  تا    ترین  که  ها 

دیده   نبراسکا   در  1875کنون ثبت شده، در سال  

از   هزارمیلیارد ملخ    11شده، که در حدود بیش 

جنبه منحصر    .است بالدار در کنار هم وجود داشته 

  ،به فرد ازدحام ملخ ها  این است که رفتار گروهی

هم  در بین ملخ های پوره )نوزاد حشرات بدون  

دگردیسی را که از نظر شکل شبیه والدین بوده و  

( و هم در بین ملخ   ترندها از نظر جثه کوچک تن

می دیده  بالغ  و  بزرگسال  ها    های  میلیون  شود. 

پرند و همانند میله سیلندر حرکت   ملخ پوره  می

کنند. در مسیر خود، تقریبا همه پوشش گیاهی   می

خورند و بعد از این رفتار، زمانی که این   را می

شوند، گروهی را در هوا تشکیل    ملخ ها بالغ می

در   می ها  ملخ  مهاجرت  چگونگی  این   . دهند 

 مسافت های بزرگ است. 

مشخخصخه و ویژگی اصخلی گروه  در مرحله لارو 

نخوزاد  کخخه حخیخوانخخاتخی شخخخخکخخل کخرمخی )بخخه 

  ،دوزیستان  و حشخرات کامل دارند مانند گردیسخید

 کخت آرام و گخام هخای حر  شخخخود( می لارو گفتخه

در مقابل حرکت های    کوچک ملخ ها می باشخد.

Upper band 

Lower band 

op_l 

Input Output 

 

Σ 

w_

l 

  

 
 

op_u 

w_
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نخاگهخانی و بلنخد از ویژگی هخای اسخخخای گرو ه در 

بزرگسخخالی می باشخخد. جسخختجوی منبع غذا یکی  

دیگر از ویژگی های مهم توده ملخ ها می باشخد. 

همانطور که در مقدمه بحث شخخد، الگوریتم های 

  ،الهخام گرفتخه شخخخده از طبیعخت بصخخخورت منطقی 

کنند:  فرایند جسخختجو را به دو بخش تقسخخیم می

اکتشخاف و بهره برداری. در اکتشخاف، عامل های 

  جسخختجو تشخخویق به حرکت های تصخخادفی می

آنها    ،در حالی که در مرحله بهره برداری  ،شخخوند

اطراف مکخان   در  تمخایخل بخه حرکخت هخای محلی

خود دارند. این دو عمل و همچنین جسخخختجوی 

گیرد.  هدف، به طور طبیعی توسط ملخ انجام می

ردن ریاضخی بنابراین، اگر ما روشخی برای مدل ک

توانیم یک الگوریتم الهام    این رفتار پیدا کنیم، می

گرفتخه از طبیعخت جخدیخد را طراحی کنیم. مخدل 

کارگرفته شخده برای شخبیه سخازی رفتار  ه ریاضخی ب

 ملخ ها به شکل زیر می باشد:

𝑋𝑖=𝑆𝑖+𝐺𝑖+𝐴𝑖                                        (1 )  

 

آن در  مشخص    iموقعیت    Xi  که  را  ملخ  امین 

نیروی گرانش     Giتعامل اجتماعی  و  Siمیکند ،  

جهت باد    Aiام می باشد و  i  اعمال شده به ملخ

دهد. توجه داشته باشید که به منظور    را نمایش می

می  تصادفی   رفتار  را   ایجاد  فوق  رابطه  توان 

 بازنویسی کرد.  2بصورت 

𝑋𝑖 = 𝑟1𝑆𝑖 + 𝑟2𝐺𝑖 + 𝑟3𝐴𝑖          (2)  

  

اعدادی تصادفی در بازه    𝑟3و   𝑟2و   𝑟1که در  آن 

یعنی تعامل اجتماعی    iSمقدار    می باشند.  [0,1]

 ام با توجه به رابطه زیر محاسبه می   iبرای ملخ  

 شود: 

𝑆𝑖= ∑ 𝑠(𝑑𝑖𝑗
𝑁
𝑗=1
𝑖=1

)𝑑𝑖𝑗̂                         (3)  

ام را    jام با ملخ    iفاصله بین ملخ    ijdکه در آن  

می ب  نشان  و  𝑑𝑖𝑗  صورته  دهد  = |𝑥𝑗 − 𝑥𝑖| 

یک تابع برای تعریف فشار   S  شود.  محاسبه می

همانطور که در رابطه    .تماعی می باشدج نیروی ا

 =𝑑𝑖𝑗̂نشان داده شده است و    3
𝑋𝑗−𝑋𝑖

𝑑𝑖𝑗
یک بردار    

تابع   باشد.امین ملخ می    jامین ملخ به    iواحد  از  

Sهمانند    ،کند  ، که نیروی اجتماعی را تعریف می

 شود:  زیر محاسبه می

𝑆(𝑟) = 𝑓𝑒
−𝑟

𝑙 − 𝑒−𝑟                     (4)                                        

نشان   lنشان دهنده شدت جاذبه و    fکه در آن  

باشد. می  جاذبه  مقیاس  طول  در   Sتابع    دهنده 

تاثیر     5  شکل نشان داده شده است تا چگونگی 

تماعی )جاذبه و دافعه( ملخ ها ج بر روی تعامل ا

 .را نشان دهد
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 دافعه( ملخ ها تماعی )جاذبه و  ج تعامل ا  :5شكل 

 

در این شکل ممکن است متوجه شده باشید که  

که در نظر گرفته شده است،    15تا    0در فاصله  

بازه   در  است   [0,2.079]دافعه  داده  .  [ 24]  رخ 

از ملخ دیگر    2.079هنگامی که یک ملخ در فاصله  

است نه جاذبه و نه دافعه ای وجود ندارد. که به 

ان منطقه یا فاصله راحتی یا آسایش گفته میشود.  

دهد که جاذبه از فاصله   نشان می  5همچنین شکل  

افزایش می یابد و سپس به    4تا نزدیک     2.079

در   fو  lتدریج کاهش می یابد. تغییر پارامترهای  

منجر به رفتار های اجتماعی مختلف در    4رابطه  

ملخ های مصنوعی خواهد شد. به منظور مشاهده 

با مقادیر    6  در شکل  Sتاثیر این دو پارامتر، تابع  

  ترسیم شده است. fو  lمختلف 

 
 fو  lبا مقادیر مختلف  Sتابع  :6شكل 
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منطقه     fو    lاین شکل نشان میدهد که پارامترهای  

راحتی و جاذبه و دافعه را بطور قابل توجهی تغییر  

دهد. باید توجه کرد که مناطق جاذبه یا دافعه    می

برای برخی مقادیر خیلی کوچک هستند )بعنوان 

(. از بین همه این مقادیر که در  f=1و    l=1مثال  

را    f=0.5و    l=1.5شود ما مقادیر    شکل دیده می

 انتخاب کرده ایم. 

یک مدل مفهومی از تراکنش های بین ملخ ها و  

نشان    7در شکل    Sمنطقه راحتی با استفاده از تابع  

 داده شده است.

 
یک مدل مفهومی از تراکنش هاي بین ملخ ها و منطقه   :7شكل

 راحتی

لازم به ذکر است که در فرم ساده شده، این تعامل  

مدل برخی  در  ها    اجتماعی  ملخ  ازدحام  های 

می نظرگرفته  در  محرکه  نیروی   شود.   بعنوان 

قادراست تا فضای بین دو ملخ را    sاگرچه تابع  

کند،   تقسیم  آسایش  و  دافعه و جاذبه  نواحی  به 

مقادیر نزدیک به صفر با فاصله بیشتر از   ،این تابع

نشان داده شده      6و    5همانند انچه در شکل    10

بنابراین، این تابع قادر نیست    است را برمیگرداند.

تا نیروی شدیدی را بین دو ملخ که فاصله بین 

این  آ حل  برای   . کند  اعمال  را  است  زیاد  نها 

بازه   به  را  ملخ  دو  بین  فاصله  ما   [1,4]مشکل، 

در این بازه در شکل   Sنگاشت میکنیم. شکل تابع  

ه  ب  2در رابطه    Gنشان داده شده است. مولفه    5

 شود: صورت زیر محاسبه می

Gi = −geĝ                                              (5)  

به سمت   𝑒𝑔̂ثابت گرانشی و    gکه   بردار واحد 

باشد. می  زمین  معادله    Aمولفه    مرکز  به   2در 

 .شود  صورت زیر محاسبه می

Ai=ueŵ                                               (6 )                                                           

بردار واحد در جهت باد   𝑒𝑤̂ ثابت رانش و    uکه  

باشد. بنابراین    می  ندارند،  بال  پوره  های  ملخ 

حرکت آنها به شدت به جهت وزش باد بستگی  

 را می   2در رابطه    Aو    Gو    Sجایگزینی    دارد.

 توان بصورت زیر گسترش داد:

Xi = ∑ s(|X𝑗 − X𝑖|)
Xj−Xi

dij
−N

J=l
J≠i

geĝ + ueŵ                                              (7 )  

آن  s(r) که در  = fe
−r

l − e−r     وN    ملخ تعداد 

 ها می باشد. 

تعداد   برابر  دو  سازی  بهینه  برای  متغیرها  تعداد 

نرون ها و مقادیر بایاس لایه ها می باشد که در  

متغیر بهینه شده برای وزن های شبکه   30مجموع  

 عصبی راف محاسبه شده است.
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  استفاده   مورد  پارامترهای  ،1  شماره  جدولدر  

است   ملخ  جهش  الگوریتم  برای   که   آورده شده 

  و  خطا  و  صحیح  اساس   بر  مذکور  پارامترهای

 .اند آمده بدست  آزمایش

 :توضیحات استخراج شده براي الگوریتم جهش ملخ 1جدول

 متغیرها مشخصات الگوریتم جهش ملخ 

 متلب نرم افزار مورد استفاده 

 1000 تعداد  ملخ

 ℓ 1.5  )مقیاس طول جاذبه(

 𝑓 0.5)شدت جاذبه( 

𝐶𝑚𝑖𝑛 1𝒆−𝟒 

𝐶𝑚𝑎𝑥 1 

r 0.2 

 دقیقه 30 مدت زمان

CPU  دو هسته ای 

 50 تعداد تکرار 

تعداد لایه های شبکه عصبی 

 راف
2 

 14 تعداد نرون لایه میانی 

تعداد متغیرهای بهینه الگوریتم  

 ملخ 
30 

شبکه به   های  وزن  ضرایب  سازی  بهینه  منظور 

عصبی راف از الگوریتم جهش ملخ استفاده شده 

تابع 8است)شکل تعیین  به کمک  بهینه سازی   .)

هزینه ای که مجموع خطاهای آموزش را شامل  

اختلاف   هزینه  تابع  است.  شده  تعیین  شود  می 

مقادیر   از  آموزش  های  داده  خروجی  مقدار 

شب کمک  به  شده  زده  راف تخمین  عصبی  که 

گرفته  صورت  سازی  بهینه  است.  آمده  بدست 

 . شده در نرم افزار متلب می باشد

شبه کد مربوط به الگوریتم بهینه    ،الف-8شکل  در  

است. شده  آورده  ملخ  جهش  نمودار   سازی 

ب قابل -8همگرایی یک تابع معیار نیز در شکل 

شود این  مشاهده است. همان طور که مشاهده می

بهینه در  نمیالگوریتم  گیر  محلی  و  های  کند 

سراسری،   اکسترمم  یافتن  در  را  مناسبی  کارایی 

 دهد.  ارائه می

 

 
 سازي جهش ملخ شبه کد الگوریتم بهینه : الف-8 شكل
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 : هزینه ي میانگین و مینیمم همه ي جواب ها بر حسب تكرار الگوریتم ب-8 شكل

 

به   راف  عصبی  شبکه  آموزش  پیشنهادی،  روش 

کمک  با  باشد.  می  ملخ  جهش  الگوریتم  کمک 

که   پیشنهادی  هزینه  تابع  ملخ،  جهش  الگوریتم 

برابر است با مجموع خطای داده های آموزش به  

عصبی   شبکه  های  وزن  مختلف  ضرایب  ازای 

کمینه   دهد،  می  پیشنهاد  ملخ  الگوریتم  که  راف 

ملخ جهش  الگوریتم  و  شبکه   شده  تواند  می 

عصبی راف را که با الگوریتم بازگشت به عقب 

آموزش می بیند، بهبود دهد. الگوریتم جهش ملخ  

کمک می نماید که آموزش شبکه عصبی راف در  

 نقاط بهینه محلی، کمتر قرار گیرد. 

 .  شبیه سازی 3

مرجع   از  شبیه سازی  نیاز  مورد  های    [ 22]داده 

اخذ شده اند. داده ها مربوط به شهر دبی از کشور  

تا   ژانویه  اول  بازه  در  که  باشد  می   31امارات 

واحد   از  ساعتی    SCADAدسامبر  صورت  به 

  13تا    9استخراج شده است که در شکل های  

شده  استخراج  مقاله  این  نیاز  مورد  پارارمترهای 

 است.

 
 [ 22]: توان مصرفی شبكه دبی 9شكل 

به عنوان ورودی های شبکه    13تا    9شکل های  

توانایی   که  شود  می  گرفته  نظر  در  هوشمند 

 تشخیص را برای پیش بینی بار ایجاد می نماید. 
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 [ 22]: دما برحسب زمان 10شكل

 

 [22]: سرعت باد برحسب زمان 11شكل 

 

 : رطوبت برحسب زمان 12شكل 

 

 برحسب زمان GHI: شاخص 13شكل 

های   شبکه  برای  ها  داده  سازی  آماده  منظور  به 

هوشمند داده ها، در ابتدا پیش پردازش با حذف 

و حذف داده های پرت انجام    NULLداده های  

جدول   متلب  در  سازی  پیاده  برای  شود.  می 

ورودی را به عنوان یک ماتریس در نظر می گیریم  

که ستونها به جز  ستون آخر ویژگی ها می باشند 

 و ستون آخر مربوط به مقدار بار می باشند.  

مقاله   های  داده  برای  شبیه سازی  نکته   [22]در 

مهمی که مشاهده می شود این است که زمان بار  

پیک و بار سبک هر روز کاملاً درست پیش بینی 

از شده  اما خطای نسبتاً محسوس در بعضی  اند. 

به عنوان  روزها برای میزان بار مشاهده می شود.  

پارامترهای ورودی در شبکه عصبی که به پیش  

برای شبکه    ،میپردازیم  باربینی   اولیه  پارامترهای 

قابل ذکر   .میباشد  2عصبی راف به صورت جدول  

این     و   خطا  و  صحیح  اساس  بر  پارامترهااست 

 .اند آمده بدست  دیتاست  به توجه با و آزمایش

 پارامترهاي شبكه عصبی تحت آموزش :2جدول

 

نمونه مرحله  این  دسته در  دو  به  و   ،ها  تست 

و برای   ( 3)جدول شماره    شوندآموزش تقسیم می

 پارامترهای شبکه عصبی راف مقادیر

 نرون  تعداد 5

 لایه اول  دروزن تعداد متغیر  6

6 
لایه  متغیر وزن در  تعداد

 خروجی 

01 /0 Eta 

1 B2 

1 B1 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
2-

19
 ]

 

                            15 / 20

https://ic4i-journal.ir/article-1-168-fa.html


ی 
لم

ة ع
نام

صل
ف

- 
شی

وه
پژ

 
هی

ند
رما

ف
 و 

ل،
نتر

ک
 

ال
س

 
رم 

چها
، 

رة 
ما

ش
  

ن 
ستا

 تاب
دو،

13
99

 

    .… پیش بینی میان مدت و كوتاه مدت بار با بكارگیري  

 

78 

 

استفاده   و جهش ملخ     کارایی شبکه عصبی راف

ها  درصد کل داد  80قابل ذکر است از    .می شود

به منظور آموزش شبکه عصبی استفاده شده است 

 قابل ملاحظه است.   3که این موضوع در جدول 

 داده هاي هرکلاس براي آموزش و تست   :3جدول

 تعداد  کلاس های مختلف 

 17000 کل داده 

 4000 داده تست

 13000 داده آموزش 

 

 و نتیجه گیری   روش پیشنهادی  رزیابی. ا4

کارایی ارزیابی  منظور  با    به  پیشنهادی  الگوریتم 

شبکه عصبی با آموزش بازگشت به عقب و شبکه  

عصبی و     GRID PARITIONفازی 

SUBTRACTIVE CLUSTRING , FCM    و

به عقب   بازگشت  آموزش  با  شبکه عصبی راف 

فازی  های  روش  ابتدا  در  است.  شده  مقایسه 

بهترین  و  است  شده  مقایسه  یکدیگر  با  عصبی 

  GRID PARITIONشبکه فازی عصبی، روش  

باشد   می  عقب  به  بازگشت  آموزش  کمک  به 

 . ( 14)شکل

 
 FCM clustering ANFIS withالف: -14شكل 

backpropagation 

 
 FCM clustering ANFIS with Gradientب: -14شكل 

Descent 

 
 Subtractice clustering ANFIS with Gradientپ: -14شكل 

Descent 
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 Subtractice clustering ANFIS withت: -14شكل 

backpropagation 

 
 GridPartition ANFIS with Gradient Descentث: -14شكل 

 
 GridPartition ANFIS with backpropagation: ج -14شكل 

عصبی   شبکه  و  راف  عصبی  با    MLPشبکه 

در شکل   شبکه    15یکدیگر  است.  شده  مقایسه 

لایه،  چند  عصبی  شبکه  به  نسبت  راف  عصبی 

کارایی مطلوب تری در پیش بینی بازار از خود  

 (.15نشان داده است )شکل

 
: پیش بینی بار به کمک شبكه عصبی چند لایه و شبكه  15شكل

 عصبی راف 

الگوریتم پیشنهادی آموزش شبکه عصبی راف با 

کمک الگوریتم جهش ملخ می باشد که در شکل  

 نشان داده شده است.  16
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:پیش بینی بار به کمک شبكه عصبی راف و الگوریتم 16شكل

 جهش ملخ 

خروجی   بینی  پیش  و  دقت  ارزیابی  معیارهای 

بینی نسبت به خطای پیشاست که تفاوت آن ها  

است  شده  ارزیابی    .مشخص  معیارهای 

RMSEوMSE  وr2    می باشد که برای روش های

پیشنهادی  با روش  و  محاسبه گردیده  بیان شده 

 ( 4مقایسه شده است)جدول 

 

 

 

 

 

 

 

 

 : مقایسه روش هاي پیش بینی 4جدول

 Mse rmsa R2 آموزش  روش
Anfis 

FCM-DG 
6137 /1 308 47 /0 

Anfis 

FCM-BP 
6137 /1 309 46 /0 

Anfis 

SC-DG 
6137 /1 309 47 /0 

Anfis 

SC-BP 
6137 /1 308 47 /0 

Anfis 

GP-BP 
6137 /1 306 46 /0 

Anfis 

GP-DG 
6137 /1 306 46 /0 

Nn 

BP 
94 /5 770 27 /2 

Rough 

BP 
322 /0 205 32 /2 

Goa-rough 

GOA 
258 /0 204 3 /2 

الگور از  استفاده  ا  تمیبا  در  ملخ  مقاله    نیجهش 

درصد نسبت به    5  زان یرا به م  جینتا  میتوانسته ا 

عصب شبکه  )مرجع    یمقاله  بهبود 14راف   )

  Mse  یابیارز  یکه بر اساس شاخص ها  میببخش

 قابل مشاهده است. R2و  rmsaو 

 .  نتیجه گیری 5

پیش بینی بار یک فرایند مرکزی و جامع در برنامه  

است.   بوده  برق  صنعت  برداری  بهره  و  ریزی 

روش های زیادی در دو دهه اخیر برای به حل  

بهینه این مسئله پیشنهاد شده اند. در این مقاله با 

، کیس استادی استخراج می  [22]استفاده از مرجع  

شود. در ابتدا داده های پرت و نویزی به کمک  

بهبود داده می شود.     الگوریتم های پیش پردازش

های  ویژگی  ژنتیک،  الگوریتم  کمک  به  سپس 

بهینه استخراج می شود. به منظور پیش بینی سری 

شبکه   های  الگوریتم  از  مدت  کوتاه  بار  زمانی 

راف   عصبی  شبکه  راف،  عصبی  شبکه  عصبی، 
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انجام شده است. با استفاده از   GOA  با  بهینه شده

انواع شبکه عصبی می توان با دقت خوبی منحنی  

بینی  پیش  را  روزانه  بار  بار  الگوی  ابتدا  کرد. 

روزهای سال جاری یا آینده با استفاده از شبکه  

عصبی پرسپترون و فازی عصبی و راف بر اساس  

اطلاعات سالهای گذشته مشخص می کنیم. شبکه  

عصبی راف به کمک الگوریتم ملخ توانسته است  

به   نسبت  زیادی  میزان  تا  را  بینی  پیش  خطای 

شبکه فازی عصبی بهبود دهد و الگوریتم جهش 

آموزش  به  نسبت  را  راف  عصبی  شبکه  ملخ 

بهبود   ای  تا حدقابل ملاحظه  به عقب  بازگشت 

داده است. 
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