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 چکیده:
م ایمنی سیست گرفتن از الهام سمت به ارائه سیستمهای تشخیص نفوذ نهیزم در یپژوهش یکارها یریگ جهت ریاخ یسالها در

زمینه دفاع  مصونیّت آن، با پیش پتانسیلِ اعمالِ سیستم ایمنی مصنوعی و .است بوده حوزه نیا دهیچیپ مسائل حل منظور بهزیستی 

ختلف متدهای م پژوهش نیا درزیستی آن در واقع راهکاری برای کنترل امنیّت و تشخیص ناهنجاری شبکه سازمان مطرح می باشد. 

ه ی با هدف ارائه رویکردی نو برای حل مسئلفراابتکار یتمهایالگور و نیماش یریادگمقایسه با سایر متدهای ی ایمنی مصنوعی در

 شده انجام  NSL-KDD نفوذ دادگان تحت Weka3.6 استاندارد افزار نرم در ی هاابیارز  .اند شدهتشخیص نفوذ بررسی و ارزیابی 

 Immunos99در   بیبه ترت یمصنوع یمنیا یدر متدها یژگیفاز انتخاب و هیکه بعد از تعب ستاز آن یحاک شاتیآزما ایجنت.  اند

, ARIS2Paralell  و CSCA  کردِیرودسته بندی می گردند.  در نتیجه در دقّت  یمحسوس شیمنجر به افزا  Bat + 

ARIS2Paralell    646.0و خطای مثبت کاذب  0..649صحّت   649.0، نرخ تشخیص  649.0 یهمبستگ بیضر به ترتیب با  

در خصوص  نانیاطم تیبالا قابل ینرخ همبستگ لیبه دل به نظر میرسد وداشته  رویکردها ریسا نیدر برا  یمطلوب تر یدسته بند

 . داشته باشدرا بهره برداری در جهت توسعه سیستم های تشخیص نفوذ آینده امکان 

 بهره اطلاعات ، ، سیستم ایمنی مصنوعی ویژگی ، الگوریتمهای فراابتکاری انتخاب،  سیستم تشخیص نفوذ  واژگان کلیدی:
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 مقدمه .1
 

طبیعت ، همیشه الگویی مناسب برای حل مسائل پیچیده 

 دفاعی های سیستم  به عمیق نگاهی بوده است.  با

 موفّق الگوهای می توان از طبیعت در زنده موجودات

 ملاتح هوشمندانه به پاسخ و تشخیص فرایند در زیستی

 گرفت الهام خوبی به و رفتارهای محرّک  زیست محیطی

 و تشخیص های سیستم خصوصاً و شبکه امنیت و در علم

به بکار گرفت. کاری که دانشمندان  1نفوذ از جلوگیری

همواره به دنبال کشف حقایق و رازهای طبیعت بوده اند تا 

نتایج حاصل از آنرا در حل مسائل و چالشهای علوم 

به کار  .کامپیوتر مدُل سازی و به صورت سَفت افزاری

لذا هر مدل بیولوژیکی در موقعیتی   [10[ ]16] ببندند.

لی بزرگ در اِکو سیستم خاص می تواند راهگشای مشک

  IDSیک   ، های ساخته بشر باشد.  به عقیده نگارندگان

کو سیستم در اصل دارای یک اِ 0مبتنی بر ایمنی مصنوعی

مصنوعی می باشد که با الهام از رفتار دفاعی سیستم ایمنی 

( در برابر نفوذ آنتی ژنها و میکروبها HISبدن انسان )

همواره در تلاش است تا از طریق برقراری ایمنی به کنترل 

 امنیّت اطلاعات سازمان دست یابد.  

ذکر این نکته نیز حائز اهمیت است که  وجود برخی 

و نرخ های  . چالشها مانند تشخیص حملات ناشناخته

                                                            
1 Intrusion detection system (IDS) 

 ترکیب نرم افزار و سخت افزار را سفت افزار گویند.  . 
3 Artificial immune based intrusion detection system(AIDS) 
4 Unknown attacks 
5 False negative errors 

همانگونه که می دانیم به طور کلی سیستم های تشخیص نفوذ با دو  0 

رویکرد توسعه داده شده اند : اولی رویکرد تشخیص مبتنی بر پایگاه داده 

و روش دیگر مبتنی بر  بودهسوء استفاده معروف های حملات یا امضا

( و یافتن افیک خودی)ترپروفایل های سیستم شناختن ترافیک سالم  با ایجاد 

تنی بر مبکه به روش ترافیک ناسالم از روی عدم تطابق با امضاهای پیشین 

های تشخیص و بالا در اکثر سامانه   0خطای منفی اشتباه 

جلوگیری از نفوذ باعث شده تا جهت گیری پژوهشها به 

سمت کاربرد رویکرد تشخیص رفتار ناهنجار  به جای 

سوق پیدا کند. در توسعه سیستم   0رویکرد مبتنی بر امضاء 

های تشخیص نفوذ شبکه  مبتنی بر تشخیص رفتار ناهنجار 

ی مصنوع ، عمدتاً تکنیکهای داده کاوی و روشهای هوش

انش آنالیز و استخراج د به منظور ماشین مبتنی بر یادگیری

الگو استفاده می شود تا سیستم پس از کسب تجربه لازم 

در خصوص الگوی نرمال ترافیک شبکه ، در نهایت ترافیک 

روشهای  [06[]00-00]با رفتار ناهنجار را شناسایی کند. 

 مختلف تشخیص ناهنجاری عبارتند از : انواع تکنیکهای

، بدون  .یادگیری ماشین )متدهای یادگیری با نظارت

، منطق  9و یا نیمه نظارت شده( ، قواعد وابستگی 0نظارت 

 .   11و گاهاً روشهای ترکیبی 16فازی

دن سیستم ایمنی بیولوژیک ب سیستم ایمنی مصنوعی از

الهام گرفته شده و شاخه ای از هوش محاسباتی  .1 انسان

آن با سایر متدها در نحوه  تفاوت اصلی  [16]. می باشد

در  .نگرش به مسئله کشف ناهنجاری و حل آن می باشد

سیستم ایمنی مصنوعی دو رویکرد تشخیص خوب های 

طوری با هم تلفیق   .1 و بدهای شناخته شده 10شناخته شده 

و حتی  شده اند که در نهایت منجر به شناسایی نفوذ

فعالیت در اصل سازوکار  حملات ناشناخته می گردند.

و سعی دارد با تکنیکهای آماری و یادگیری ماشین ناهنجاری معروف است 

الگوی رفتار نرمال را آموخته و در صورت عدم تطبیق نسبی الگوی جدید ، 

 ناهنجاری را کشف نماید.  
7  Classification methods 
8  Clustering methods 
9  Association rules 
10  Fuzzy logic 
11  Such as Ensemble base or Hybrid based 
12  Human Immune System (HIS) 
13  Known good  
14  known bad 
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 نفوذ......... صیتشخ یکردهایرو یابیو ارز یبررس 
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( سیستم به منظور 1 عوامل خودی )تشخیص دهنده ها

کسب تجربه در کنار یکدیگر و همینطور ترکیب آن با رویه 

بروز رسانی پایگاه امضاء های حملات )روش مبتنی بر 

منجر به ایجاد مصونیّت سیستم در برابر   .سوء استفاده( 

می گردد.  در مورد سامانه   0عوامل آنتی ژنیک خارجی 

ای تشخیص نفوذ شبکه ، هر ترافیک ورودی به سیستم با ه

الگوی ناشناس که تحت آنالیز و بررسی سیستم قرار میگیرد 

 کبرای سیستم الگویی آنتی ژنی ،به عنوان عامل غیر خودی

محسوب می گردد.  نکته ای که در اینجا وجود دارد اینست 

منجر به افزایش   .که کاربرد یک تکنیک انتخاب ویژگی 

 سیستم تشخیص محاسباتی نماز کاهشدقّت دسته بندی و 

 برخی گزینش)افزایش سرعت آن( می گردد )به دلیل 

-01] [19]حمله(  عهرنو با مرتبطو  مهم یها خصیصه

.   در پژوهش جاری،  تاثیرِ ترکیبِ برخی از موثرترین [.0

و بهترین رویکردهای انتخاب ویژگی الهام گرفته شده از 

با  متدهای ایمنی مصنوعی مورد  0جانداران هوش ازدحامی 

ارزیابی مقایسه ای قرار گرفته اند.  به منظور درک مفاهیم 

زیستی این تحقیق و آشنایی کامل با سیستم ایمنی زیستی 

به عنوان پیش نیاز پیشنهاد  [0.]جع و مصنوعی ،  مطالعه مر

 میگردد. 

 بخش دوّمشامل بخشهای زیر می باشد:  مقاله  ساختار

اهمیت و ضرورت اختصاص دارد.  مسئلهطرح کلیّات و به 

بهمراه خلاصه ای از  ارزیابی رویکردهای تشخیص نفوذ

ی در زمینه کاربرد سیستم ایمن یپیشینه کارهای تحقیقات

تشخیص نفوذ مصنوعی و متدهای آن در جهت حل مسئله 

                                                            
به آنتی بادیها که جزو عوامل اصلی شناسایی حملات در سیستم ایمنی  1

بیولوژیک هستند ، تشخیص دهنده می گویند. سیستم ایمنی همواره در تلاش 

است تا با تولید تشخیص دهنده های دارای الگوی مناسب ، بتواند حملات 

 ناشناخته را شناسایی و کشف نماید.  

مبانی و ادبیات نظری تحقیق که هچنین ارائه شده است.  

مترین مه معرّفیِ مل آشنایی با سیستم ایمنی مصنوعی وشا

 در متد آن می باشد نیز از موارد مهم این بخش میباشد. 

بخش سوّم ، مجموعه آزمایشاتِ مقایسه ای و آنالیز یافته 

 اختصاص دارد. بدین ترتیب کهمهمّ تحقیق  های

الگوریتمهای ایمنی مصنوعی با سایر متدها در دو فاز مجزّا 

 ی قرار گرفته و تاثیر استفاده ازارزیابی مقایسه ا مورد

در  0ی مختلف انتخاب ویژگی فراابتکاریالگوریتم ها

آنالیز  بدقّتب با رویکردهای مختلف تشخیص نفوذ ترکی

نتیجه گیری و ارائه پیشنهاداتی برای بحث ،   .شده اند

 کارهای آینده نیز موضوع بخش انتهایی این مقاله است. 

 

 کلیات .2

 .  اهمیّت و ضرورت موضوع تحقیق2-1 

حملات سایبری را می توان بُرداری در نظر گرفت که 

منشاء تمامی  آنها به سوء استفاده از یک آسیب پذیری در 

شبکه قربانی و عمدتاً بواسطه حملات شناسایی و تحت 

شبکه صورت می پذیرد.  بنابراین اهمیت کنترل امنیّت 

شبکه سازمان خصوصاً در سازمان های نظامی را به عنوان 

ی توان مطرح نمود که در تلفیق با سیاستهای یک هدف م

فرماندهی همواره باید نظارت گردد. )مانیتورینگ(  در 

پروسه نظارت ، عوامل انسانی متخصّص همواره نقش 

اساسی دارند که نظارت آنها ممکن است با خطا همراه 

 باشد. 

2  misuse detection 
3  non-Self  
4  Feature Selection  
5  Swarm intelligence  
6  Meta-heuristic optimization algorithms 
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29 

روزِ این خطا زمانی اهمیت فراوانی پیدا خطر حاصل از بُ 

قوع وف رُه ای سایبری از طریق شبکه در شُمی کند که حمل

باشد.  در نتیجه استفاده از سامانه هوشمندی که بتواند به 

نحوی بر مبنای یادگیری قبلی خود ، این خطر بالقوّه را 

استنباط و به نحوی آنرا اطلاع دهد غیر قابل انکار خواهد 

بود. سیستم های تشخیص ناهنجاری شبکه مبتنی بر 

ن و تکنیکهایی که در بخش قبل بدان ها اشاره یادگیری ماشی

شد دو فاز یادگیری و تست دارند.   این سیستم ها به جهت 

اینکه یادگیری موفقی داشته باشند نیازمند پایگاه داده ای 

روز از پروفایلهای ترافیک نرمال شبکه هستند که کافی و بِ

بر مبنای آن بتوانند ترافیک مشکوک ورودی را کشف 

.  از طرفی روش تشخیص در تکنیکهای مبتنی بر نمایند

سوء استفاده بر خلاف سیستم های تشخیص ناهنجاری ،  

روز بودن پایگاه امضاءهای حملات آنها وابسته به میزان بِ

است.  این سیستم های غیر هوشمند، امروزه چالشهای 

و اغلب در برابر تهاجم ناتوانند امّا متاسفانه  اساسی دارند 

سازمان ها و نهادهای اطلاعاتی مورد استفاده قرار  هنوز در

میگیرند.   هر یک از این دو رویکرد مزیّـت و چالشهای 

خود را دارند .  مزیّت رویکرد تشخیص ناهنجاری آنست 

که نیازی به پایگاه داده حملات و امضای آنها نداشته و 

وابسته به میزان یادگیری از پروفایلهای رفتار نرمال 

هستند.  چالش آنها در زیاد بودن حجم داده های  )خودی(

نرمال نسبت به داده های ناهنجار می باشد بطوریکه در 

شبکه هایی که نرخ وقوع حملات در آنها در بازه های 

ی خروجی مطلوبزمانی در نظر گرفته شده نسبتاً بالاست 

 .   ندارند

طرفی مزیّت رویکرد دوّم )تشخیص مبتنی بر سوء 

استفاده( نیز آنست که سریعتر عمل نموده و فاز یادگیری 

                                                            
1 Self-training  

هوشمندی ندارند. بنابراین صرفاً با تطبیق نمونه ورودی با 

کشف می کنند.  مهم ترین  راپایگاه امضاء ، ناهنجاری 

 کشفِ  این پایگاه و عدمِ روز نبودنِاین رویکرد بِ چالشِ

صفر می باشد.  سیستم ایمنی مصنوعی هر دو  روزِ تِحملا

رویکرد فوق را در خود دارد بطوریکه با پتانسیل تولید و 

تکثیر تشخیص دهنده ها )آنتی بادی ها( می تواند پروفایل 

سازی نموده و قبل از مواجهه با نمونه مشکوک )ترافیک 

 الغی بشبکه ورودی( بواسطه روند بلوغ تشخیص دهنده ها

سیستم را در برابر نفوذ بالا برده و با  حد آستانه تحمّلِ، 

 1عوامل خودی بیاموزد.  این پتانسیلِ خودی یادگیری 

  .می باشد سیستم ایمنی دقیقاً مشابه مانُورهای نظامی

 

 

 پیشینه تحقیق. 2-2

 اتیح یوجود نوع یمصنوع یمنیا ستمیمهم س یژگیو

انتخاب منفی به عنوان است.   ستمیدر درون س یمصنوع

انتخاب آن دسته از  یعنیمهمترین متدِ ایمنی مصنوعی 

 یدهنده ها صیکه به عنوان تشخ ییدهنده ها صیتشخ

ه نخورد قیتطب گرید یخود یاز الگوها کی چیبا ه یخود

هنده د صیتشخدسته از  نیشوند.  ا ندیبا هایخود ریو با غ

نتخاب بلوغ ، ا ندینمودن فرا یو ط ریبالغ به منظور تکث یها

با استفاده از  یمتعدد یها دهی، ا ری.   در دهه اخگردندیم

فوذ ن صیتشخ یها ستمیدر س یمصنوع یمنیا ستمیس

 از طرفی[  1.[ ].1-10[ ]16[ ].-1استفاده شده اند  ]

در  یعطف نقطهتواند  یم زیستی یمنیا ستمیهر س لیپتانس

 دیاکه ش ییها دهیبرتر باشد. ا یها دهیجهت الهام گرفتن ا

 ازمندیباشند که حل آنها ن یمسائل بزرگ و سخت یراهگشا
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اران جاند ستیز یو موشکافانه ساختار دفاع قیعم یبررس

 دارد.    عتیدر طب

 یزمهایاز مکان سندهی[ نو1به عنوان نمونه ، در مقاله ]

را با الهام از  یکرده و  مدل یالگوبردار اهانیپاسخ در گ

را  IDSتواند عملکرد  یارائه نموده که م اهیگ یمنیا ستمیس

 انیبه  ب یدهد.  ضمناً و شیدر پاسخ به حملات افزا

در پاسخ به حملات پرداخته است : از جمله  ییچالشها

ن و هشدار ام گنالیدهنده موثرّ، انتقال س صیانتخاب تشخ

 یازس ادهیگره ها در شبکه با پ ریاز گره آلوده به سا عیسر

 یلولهاس تمیالگور لهیبوس یشبکه محلّ کیخطر در  یتئور

در جهت بهبود  هیهمسا یگره ها یهمکار ریو تاث تیدندر

 یاابتکارفر یها تمی[  انواع الگور19.  در ]صینرخ تشخ

ده و ش یو بررس یدسته بند عتیالهام گرفته شده از طب

ل حل مسائ یبرا نهیبه یجستجو یهایاز استراتژ یتعداد

 نفوذ ارائه شده است.   صیدر تشخ یژگیانتخاب و

مقابله با  یاز رفتار حشرات و جانوران برا نیهمچن

 یمطرح شده که نشان م ییها دهی[ ا.1حملات در مقاله ]

 یتواند کارائ یجانداران م یهوش ازدحام یژگیدهد و

[   از 0دهد.   مقاله ] شینفوذ را افزا صیتشخ یها ستمیس

استفاده   FCM  تمیو الگور  یمصنوع یشبکه عصب بیترک

 یتمهایالگور یبی[ از روش ترک0کرده است.  در مقاله ]

CFA تمی، الگور نهیبه یژگیانتخاب و یبرا C5  دسته  یبرا

  یبه ورود یداده آنومال انیو اعمال جر  کیتراف یبند

SVM  [ از 0تک کلاسه استفاده شده است.   در مقاله ]

 یگژیانتخاب و یدارد( برا لتریف کردی)که رو IG  تمیالگور

 یاپارامتره یساز نهیبه یبرااش خفّ  تمیو از الگور یورود

استفاده  یآنومال صیدر تشخ  SVMبه دسته بند  یورود

 ینشان م قیتحق نیآزمون احاصل از  اربِشده است.  تج

 یرا برا یورود یانتخاب پارامترها ندیفرا  BATدهند که 

همچون  یگریبخشد.  مقالات د یبهبود م SVM کیتکن

(   به ینریبا   BAT تمی) الگور BBA تمیاز الگور [10]

با دسته بند  بیدر ترک   BAT افتهیعنوان نسخه بهبود 

SVM .در حوزه  ریاخ یاز جمله پژوهشها  استفاده کرده اند

 اند :    لیبه شرح ذ یژگیانتخاب )کاهش( و

 یمبتن  Chi-square یژگی[  از روش کاهش و.مقاله ]

 چند یاصل دهیکرده است. ا تفادهچند کلاس اس SVMبر 

که بتوان ضمن کاهش زمان  نستیدر ا SVMکلاسه بودن 

 قیتحق نیبالا برد.  همچن زیرا ن ی، دقت دسته بند صیتشخ

به منظور انتخاب  SVMزنبور بهمراه  تمیاز الگور زی[  ن11]

وده و استفاده نمویژگی در مسئله تشخیص آنومالی شبکه 

 rough DPSO ,rough  LGP MARS ها تمیالگور ریبا سا

,SVDF  نموده است.  یابیو ارز سهیمقا  

 لیبه دل BA-SVM کردیاز آنست که رو یحاک جینتا

کردن راه  ادهیآسان و موثر عمل نمودن در پ یساز ادهیپ

 رچه. گتم ها  میباشدیالگور هی، بهتر از بق نهیبه یحلها

Rough set  نرخ هشدار اشتباه در حد صفر بوده  یدارا زین

شش  ،[ 19ندارد.  بالاخره در ] BA به اندازه یاما عملکرد

و  یو راپر( مورد بررس لتری)ف یژگیانتخاب و تمیالگور

رخت د یدسته بند  تمیقرار گرفته اند که الگور یابیارز

 یژگیانتخاب و تمیو چند مورد الگور C4.5 یریگ میتصم

 جزو آنهاست.  زیبر اطلاعات متقابل  ن یمبتن

و  حیات اصولاً کلّیه الگوریتمهای الهام گرفته شده از

.  از رابطه [..] جانداران به سه دسته زیر تقسیم میشوند

 الهام یها تمیمشخص است که تمام الگور یبه خوب ریز

 یمنیا ستمینبوده و ضمناً س کیولوژیب عتیگرفته شده از طب

خود در  ، کیولوژیب یمنیا ستمیالهام از س لیبه دل یمصنوع

 . ردیگیم جایدسته دوم 
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Swarm intelligence   ⊂   Bio-inspired   ⊂ Nature-

inspired 

 

 یها تمیانجام شده ، الگور یها یطبق بررس 

جانداران مانند  یبر هوش ازدحام یو مبتن یفراابتکار

BAT, Bee, GA, PSO, rough set , [7] CFA   یدارا 

و انتخاب  یحل دو مسئله دسته بند یبرا یبالقوّه ا لیپتانس

ه از ک ییکردهایدر پژوهشها  رو کهی. بطورباشندیم یژگیو

 یاستفاده کرده اند همواره نرخ ها یاابتکارفر یمتدها نیا

 ست.ا کرده دایپچشمگیری آنها بهبود  یعملکرد دسته بند

 یمصنوع یمنیا یکه از متدها ییکردهایدر مورد رو نیا

 یمتدها ی[  چالش اصل1.کند. ] یصدق م زیبهره برده اند  ن

ی با اندازه بازه  ییدر وجود پارامترها یمصنوع یمنیا

 در آنهاست، یورود رینه مقادیبه صیو عدم تخص حقیقی

ر ابعاد د یمحسوس رییتغ نیبا کوچکتر یکه حتّ یبگونه ا

 نروی.  از اابندی یم رییبه شدّت تغ یخروج یمسئله، نرخ ها

در  یمناسب یژگیانتخاب و تمیرسد اگر الگور یبه نظر م

ر رود ، به کا یمصنوع یمنیا یدسته بند یبا متدها بیترک

پردازش در عملکرد  شیفاز پ نوانکاربرد به ع نیا ریتاث

 مشهود خواهد بود.    اریبس یخروج

به  یبعد یخود در بخش ها شاتیدر مجموعه آزما ما

 یشنهادیپ یفرا ابتکار یها تمیمسئله پرداخته و از الگور نیا

در جهت ارائه  یمصنوع یمنیا یبا متدها بیدر ترک

. میمتدها استفاده نموده ا نیبهتر از نحوه عملکرد ا یریتصو

 یریادگی یکردهایرو ریرا با سا بیترک نیا جهیضمناً نت

 چالش کی نی.  همچنمیا-نموده  یا سهیمقا یابیارز نیشما

باشد که وجود  یم میبحث مواجهه با داده حج ،گرید

د که نوش یباعث م وستهیپ ریبا مقاد یبا بازه ا ییپارامترها

آنها با مشکل مواجه گردد.  چرا که همانگونه که  یکربندیپ

ارامترها پ ریمحسوس ابعاد مسئله ،  مقاد رییگفته شد با تغ

حد  و ریتکثو  دیتول ستانهحدود آ ریو به طور خاص مقاد

 طیه شرابسته ب دیبا ریمتدها ناگز نیدر ا یآستانه وابستگ

به  یدر موارد ،وستهیپ راتِییتغ نی.  ادنابی رییابعاد مسئله تغ

 متیرسد با کاربرد الگور یاست که به نظر م یصورت

 یورود یپارامترها نیتر نهیر در انتخاب بهموثّ یفراابتکار

هم از  یمطلوب جهیمقابله نموده و نت کلمش نیبا ا بتوان زین

 یمحاسبات یِدگیچیزمان و پ عدِو هم از نظر بُ ینظر کارائ

 ارائه نمود.

 

 . پرسشِ تحقیق2-9

امروزه کشف حملات سایبری تحت شبکه هنوز یک  

مشکل اساسی و یکی از مسائل سخت حوزه امنیت شبکه 

 ماست. تحقیق حاضر سعی بر آن دارد با پرداختن به سیست

ایمنی مصنوعی ، نتیجه ترکیب آن با متدهای یادگیری 

ماشین را در بهبود عملکرد این سیستم در مسئله تشخیص 

نفوذ ارزیابی نموده و رویکردی نو در راستای طراحی و 

 توسعه یک سیستم تشخیص ناهنجاری شبکه ارائه دهد. 

 

 . روش شناسیِ تحقیق2-4

و دادگان نفوذ   Weka3.6در این تحقیق ، از نرم افزار  

NSL-KDD   ( استفاده شد.   610.)آخرین بروز رسانی

نسخه از الگوریتم های ایمنی مصنوعی   .نسخه مذکور  

 را در خود دارد که عبارتند از : 

- Immunos99 

- ARIS2parallel 

- CLONALG 

- CSCA 

- ARIS 

 

در سال  [..]این الگوریتم ها اوّلین بار طی گزارش فنّی 

رائه شده اند.  در این تحقیق سعی بر آن شد که تا ا 660.
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این نرم افزار  مکان از تمامی متدهای داده کاوی درحد ا

 استفاده شود تا ارزیابی کاملی صورت گیرد. 

 

 مبانی نظری و ادبیات تحقیق. 2-5

 نی( به عنوان نخستNSA) یانتخاب منف تمیلگورا

و  به نام فورِست یبار توسط دانشمند نیکه اولّ یستمیس

که مکانیزم آن  [0.] دیارائه گرد ..19همکارانش در سال 

سازوکار  تمیالگور نیارائه شده است.  ا( 1)در شکل 

دهنده ها در  صیتشخ ریو تکث دیرا در تول B یتهایلنفوس

 ستمیهسته س یساز ون( در جهت مصیساز لی)پروفا

ار( و ناهنج کیژن یدر برابر نفوذ )کشف نمونه آنت یمنیا

 دهد.   ینشان م

را در مسئله  تمیالگور نیا و همکارانش ستفورِ

 کیآنها که در واقع  ستمیبه بردند.  در س یآنومال صیتشخ

ه عنوان ب یتصادف یبود ،  رشته ها   ینرینوع دسته بند با

 نیشدند.  مفهوم بلوغ ا یم دینابالغ تول یها یباد یآنت

 تسیبا یکن بود که مصورت مم نیدهنده ها بد صیتشخ

که بر حسب تجربه  یمتوال تیب  rحداقل در  هارشته  نیا

ه که به شبک کیمشکوک تراف یشد ، با رشته ها یم نییتع

اصل خوردند.  ح یم قیتطبشده بودند  لیتبد یتیمعادل ب

 صی)تشخ یدهنده خود صیتشخ یرشته ها قیتطب نیا

 یتی)رشته ب یخود ریغ ینابالغ( با رشته ها یدهنده ها

اد، هر رخد نیبا ا بود.  بالغک شبکه( یتراف نمونه مشکوک

شد به مجموعه بالغ ها  یکه بالغ م یدهنده خود صیتشخ

ورت به ص یمتوال یرشته ها بیترت نیشد و بد یاضافه م

 شدند. یم دیتول وستهیپ یتصادف

 
 

        

فورست و  یشده از سو شنهادیپ یانتخاب منف تمیالگور(: 1شکل )  

 [22]همکاران ، برگرفته از 

 
 

 یخود یتصادف یبالغ شدن رشته ها یشرط لازم برا

 قیطبموجود ت بالغ یخود یبا  رشته ها دیبود که اوّلا نبا نیا

شوند( تا بالغ شوند که به آن حد تحمّل  ندیبخوردند )با

 یباد یآنترشته  یالگو ری. در شکل زندیگو یم تیّمصون

 صورت گرفته است. بیت .در  یخود ریرشته غ یبا الگو
 

 (r = 4(: تطبیقِ دو الگوی خودی و غیر خودی )2شکل )

 

 

 

 

ل طو کیدهنده ،  صیتشخ یهر رشته خود یبرا اًیثان

 کهیشده بود  که در طول عمر خود در صورت فیعمر تعر

جام موفّق ان قیمشکوک تطب یخود رینمونه غ کیبا حداقل 

 یکیولوژیب یپروسه مبنا نیشود.  ا ینداده باشد حذف م

 یس که مانع بلوغ رشته مرَ-نوع مرگ زود  نیدارد و به ا

 صی.  حال تشخندیگو یم ”apoptosis“  اً شود اصطلاح

 یمتوال تیب rالگو در حداقل  قیدهنده بالغ به ازاء هر تطب

 دهیپد نی.  به اشودیم ریناشناخته، تکث کیژن یبا عوامل آنت

هر  قیطببه تعداد ت یعنیشود.  یگفته م یبلوغ وابستگ زین

 آنتی بادی

 آنتی ژن
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ژن  یبا نمونه مشکوک آنت   MD بالغ  1دهنده صیتشخ

AG  ،MD  ا در مواجهه ب یمنیا ستمیشود تا س یم ریتکث

AG   ندهیشده در آ ییکه قبلاً شناسا یتیب یبا همان الگو 

 .  دیآنرا کشف نما عیسر زین

 

 ستمیس بطور کلّیو  یمنیا ستمِیس تِ یّمصون باتِثُ

به  ت. زمان اس گُذرِ  ازمندِی، ن یمنیبر ا ینفوذ مبتن صیتشخ

را با  حملات کشفِ لِی، پتانس یمنیا ستمیس گریعبارت د

ابتدا  یتصادف یبا الگوها یدهنده ها صیرشته تشخ دیتول

 ریزمان و با تکث رورِحال به مُ نیآموزد و در ع یبا خود م

اند تو ی، موثر بوده اند م قیکه در تطب یبالغ یرشته ها

کشف عوامل نفوذ ناشناخته و شناخته شده را تا  احتمالِ

را مصون نگه دارد.  جهت  ستمیبالا ببرد و س یادیحد ز

 یاتذ یها یدر خصوص استراتژ شتریب اتیّجزئ یبررس

قِ مطالعه دقی،  یو مصنوع یستیز یمنیا ستمیس یِدفاع

 توصیه می گردد. [ 0.مرجع ]

 

 . ايمــنی و امنیّت 2-6

روش “ یمنی، ا زیستی دگاهینگارندگان و از د دهیبه عق

در برابر نفوذ عوامل میکروب و آنتی   ”ستمیمحافظت از س

  از مقاومت یبه درجه ا  “تیّامن“  کهیباشد در حال یم ژنها

 )در اینجا ستمیس کیبا ارزش  یها ییمحافظت از دارا ای

ستفاده سوء ادر برابر بافتهای سلولی سالم بدن موجود زنده( 

)تخریب سلولی توسط آنتی ژنها و عوامل  هایریپذ بیآساز 

همین  ود. کنترل ش دیشود که با یگفته مپاتوژنیک به بدن( 

مفهوم در دنیای امنیت شبکه نیز قابل اقتباس می باشد.  در 

قابله با نفوذ است که واقع ایمنی یا مصونیّت ، روش م

راهکارها و استراتژیهای متفاوتی برای آن وجود دارد.  در 
                                                            

1 Mature generated detector 

 نیوزیلند Waikatoمتعلق به دانشگاه  . 

صورتی که استراتژی صحیحی به کار برده شود ، امنیّت 

 تمسیس یمتدها سیستم )امن بودن آن( کنترل خواهد شد.

ستی زی یمنیا ستمیس که مدلی انتزاعی از یمصنوع یمنیا

شبکه  تیکنترل امن یابر یراهکار مناسب بدن انسان هستند 

که خصوصاً در دهه های اخیر مورد توجه محققان  باشند یم

بوده و از آنها در طراحی سامانه های تشخیص ناهنجاری 

[ 10[ ]10[ ]1.] استفاده شده است.به کرّات در تحقیقات 

[.[ ]1] 

 

 روش پیشنهادی .3

 شرايط انجام آزمايش .9-1

حاصل ترکیب الگوریتم های مختلف  ،در این بخش

فراابتکاری و یادگیری ماشین را با متدهای ایمنی مصنوعی 

یکسان،  ارزیابی مقایسه ای  دادگانتحت شرایط آزمایش و 

تمامی آزمایشات در ابزار دانش کاوی   م.ه اینمود

NSL- نفوذ  دادگانِ و تحتِ . eka v3.6Wاستاندارد  

KDD  0  .نوع حمله  ..اطلاعات ترافیکی  انجام شده اند

 البته نمی توان تمام . ندا شده بیان [19]از انواع مختلف در 

 برای انجام در انجام آزمایش ها به کار برد. بنابراینرا  آنها

آزمایشات از ده درصد این دادگان استفاده شد.  مشخصات 

سیستمی که این آزمایش ها در آن انجام شده به شرح زیر 

 است : 

 

 ات زیرــــــــــصبا مشخّ پردازنده چهار هسته ای

Intel ® Core™ i5-3230.  With 2.6 GHz 

میزان حافظه  –قابل استفاده(  .040گیگا بایت. )  . حافظه

اختصاص داده شده به نرم افزار وکا را با استفاده از دستور 

مگابایت بود به   .01از حالت پیش فرض آن که  .مربوطه 

 می باشد DARPA98این دادگان اصلاح شده  0 
4 Command prompt:  
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مگابایت افزایش دادیم تا بتوان با داده های در حدود  ..06

 رکورد به راحتی کارکرد.  0666.بیش از 

 x64−based processor:   بورد  ستمیس نوع -

  windows 8.1  pro  :    عامل ستمیس -

 با کار آنکه لیدل به :  Arff فرمت با  نفوذ دادگانِ -

 اریبس عملاً فوق مشخصات با یوتریکامپ با میحج داده

 نیا جامان یبرا ییبالا یپردازش توان و حافظه و بوده زمانبر

 از ییها مجموعه ریز شیآزما هر در ما  ، هست ازین کار

 انتخاب  کنواختی یتصادف صورت به را میحج دادگانِ نیا

      .  مینمود

 برچسب یدارا شده استفاده دادگان مجموعه ریز یتمام

 یارهایمع بر علاوه شاتیآزما مجموعه در نیهمچن. هستند

  cc همبستگی ضریبِ یارِمع  از  ، جیرا یِعملکرد و یکارائ

 .است شده استفاده  ها یابیارز  در زین

 

 . ارزيابیِ مقايسه ای9-2

 ترِ الگو که بیش دسته بندی و شناساییِ رویکردهای مهمّ 

-0[]0[]11-.1[]10-.1][06-9.][.0-00] پژوهشگران

داخته اند شامل موارد زیر به توسعه و بهبود آنها پر [.-0[]0

   هستند :

SVM  ،Naïve bayse  شبکه های عصبی ،  درخت های ،

  ،  C4.5  (J48 Consolidated)تصمیـم گیری

RandomTree، LAD Tree  ،Decision Tree ،Random 

Forest. BTree ،NBTree  ،Rule  مانندها RST  ،JRip  ،

Part  ،Decision Tabl𝐞  و الگوریتمهای فراابتکاری و مبتنی

،   PSO  ،BAT  ، Beeبر هوش ازدحامی جانداران مانند 

Ant ،Coucko  ،CFA الگوریتمهای ایمنی  و همچنین

که جدیداً در   1DCA و  NSA , CSAمانند  مصنوعی

                                                            
C:\program files\weka − 3 − 8 𝐣𝐚𝐯𝐚 – 𝐜𝐥𝐚𝐬𝐬𝐩𝐚𝐭𝐡 𝐰𝐞𝐤𝐚. 𝐣𝐚𝐫;  
𝐰𝐞𝐤𝐚𝐜𝐥𝐚𝐬𝐬𝐚𝐥𝐠𝐨. 𝐣𝐚𝐫 – 𝐗𝐦𝐱𝟑𝟎𝟕𝟐𝐦 𝐰𝐞𝐤𝐚. 𝐠𝐮𝐢. 𝐆𝐔𝐈𝐂𝐡𝐨𝐨𝐬𝐞𝐫  

خه ه در نسسالهای اخیر مورد پژوهش قرار گرفته اند.  البتّ

الگوریتم نیز بدان افزوده شده  تعدادی وِکا، نرم افزارِ  جدیدِ

از دو فاز  های ما آزمایشمجموعه  .AutoWekaمثل  اند،

 .  اندتشکیل شده 

 

 

 . فازِ نُخسُت9-2-1

به عنوان فاز نخست آزمایش ، ما زیر مجموعه داده 

درصد تصادفی از  6.را که   KDDTrain_20.arffیادگیری 

این نرم در را یادگیری ما را تشکیل می دهد  دادگانکل 

آزمایش بارگذاری نموده و تست  لِاوّ دادگانِبه عنوان  افزار

-fold 10با بدون اعمال الگوریتم انتخاب ویژگی و  ، ها

Cross validation   ند.به شکل زیر انجام شد   

 

وکا ، کلاً چهار روش تست را بر روی نرم افزار ِ

مجموعه داده ممکن می سازد. از جمله روش دیگر تست 

ه کاربر ب که می تواند به عنوان پارامتر ورودی به اختیارِ

در این  می باشد.  Percentage splitر کند  شکل پویا تغیی

روش می توان تعیین کرد که سیستم تشخیص از چه 

نفوذ آموزش ببیند و مابقی نیز به  دادگان لدرصدی از کُ

                      تست اختصاص می یابد. 

1 Dendritic cell Algorithm 
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دون کا )بنتايج آزمايش فاز اول با پارامتردهی پیشفرض وِ(: 1جدول )

،  ارزيابی مقايسه  25296 اعمال کاهش ويژگی(  در دادگان به اندازه

 در يک بار اجرا  ای عملکرد

 

،  ARISمثل  1برخی از تکنیکهای به کار رفته در جدول 

CSCA  ،immunos99   دارای پیچیدگی زمانی بالایی در

  (0)فاز یادگیری اوّلیه برای ایجاد مدل هستند.   شکل 

دسته بوده که  040سخه نُتصویری از  محیط نرم افزار وکا  

 بندهای ایمنی مصنوعی را نشان می دهد.  

 

 

 

 

  اجرایی ایمنی مصنوعی درالگوریتم ها فاز یادگیریِ

ظه حاف تولیدِ اوّل بسیار طولانی تر است.  این به علتّ

نها در آ تکثیرِاز طریق تولید و  تشخیص دهنده های بالغ

کسب تجربه لازم در برخورد حین فرایندِ تست و همچنین 

 با داده عظیم می باشد.  
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284426 994001. 64990 646001 04.0 646600 64990 64990 64991 64990 64990 64990 6466. 64990 J48 

Consolidated 

Tree 

282324 9.4.690 649.00 641019 .640. 646... 6499. 6499. 6490. 649.. 649.. 649.. 646.. 649.. LADTree 

289255 9940..0 6499. 646000 .0411 646600 64999 64999 64990 6499. 6499. 6499. 64660 6499. NBTree 

289116 99400.. 6499. 646000 .04.. 6466.. 64990 64990 6499. 6499. 6499. 6499. 64660 6499. BFTree 

182651 90410.0 649060 641001 16411 6460.. 64990 64990 64900 64901 64901 6490. 646.6 64901 ADTree 

282224 994.9.0 64990 646.00 0460 646600 14666 14666 64990 64990 64990 64990 6466. 64990 Random 

Forest 

284322 99406.0 64990 64609. 6410 6466.9 64990 64990 64996 64990 64990 64990 64660 64990 Random Tree 

284565 9940.00 64990 646000 146. 646600 6499. 64990 64991 64990 64990 64990 64660 64990 REPTree 

284162 994000. 64990 64600. 1649. 646609 64990 6499. 6499. 64990 64990 64990 6466. 64990 JRip 

Rule 283324 99466.0 649090 641160 1.410 646000 64999 64999 64906 64996 64996 64996 64611 64996 Decision 

Table 

28931 994060 64990 646019 0410 6466.9 6499. 64990 6499. 64990 64990 64990 6466. 64990 PART 

285361 9.4.609 649..0 641011 ..049. 646.0 64901 649.. 649.9 649.. 649.. 649.0 646.9 649.. (C-SVC) 
LibSVM 

Function 684544 9040.00 649000 64.0.1 0419 6460.0 64960 64900 640.1 64900 64900 64900 6460. 64900 LibLINEAR 

281415 9.400.0 649.0 641000 1649. 64609. 6490. 6490. 6490. 649.9 649.9 649.9 646.0 649.9 MLPClassifier 

- - - - High - - - - - - - - - AIRS2 

Immune 

- - - - High - - - - - - - - - AIRS2Parallel 

9186991 0040009 640900 6400.. 94.. 640100 - 64090 - 640.9 6400. 64.11 64.9. 6400. CLONALG 

- - - - High - - - - - - - - - CSCA 

1182531 0049.69 6400.0 6400.0 641. 641160 - 64000 - 64000 64009 6496. 641.. 64009 Immunos2 

- - - - High - - - - - - - - - Immunos99 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                            10 / 24

https://ic4i-journal.ir/article-1-23-en.html


ی 
لم

 ع
مة

لنا
ص

ف
- 

رة 
ما

 ش
م،

دو
ل 

سا
ل، 

تر
کن

 و 
ی

ده
مان

فر
ی 

هش
ژو

پ
1

ار 
 به

،
19

31
 

 

 نفوذ......... صیتشخ یکردهایرو یابیو ارز یبررس 

 
 

 

36 

کسب این تجربه وابستگی زیادی به پارامترها و حدود     

ارد که د انتخاب شده توسط کاربر آستانه و نرخ های تکثیرِ 

 میباشد. این الگوریتمها چالش سیستم ایمنی مصنوعی

های مهم ورودی دارند که مقدار آن توسط همگی  پارامتر

کاربر تعیین می گردد. به عنوان نمونه برای متدهای انتخاب 

جمعیت آنتی بادیها یا اندازه  CLONALG/CSCAتکثیری 

Antibody Pool  اندازه  حافظه سلولهای حافظه ،B  ،

از جمله   (numClone)  ، تعداد تکثیر  βفاکتور تکثیر یا

های ایمنی مصنوعی می باشند. مجموع مهمترین پارامتر

تعداد تکثیر 

این دو الگوریتمِ انتخابِ  هایی که پس از شروع به کارِ

 [.1] .د از رابطه زیر بدست می آیدنتولید می شو تکثیری

 

 𝑁𝑐 =  ∑ ⌊
𝛽.𝑁

𝑖
+ 0.5⌋𝑛

𝑖=1         (1) 

 

اندازه استخر آنتی بادی که در این آزمایش برابر   Nکه 

مجموع کل تعداد  𝐍𝐜آنتی بادی تعیین گردید،  106

تا می   N تکثیرهای مربوط به کل آنتی بادیها که تعداد شان

آنتی بادیهای انتخاب شده برای تکثیر که  تعداد 𝒏  باشد.

توسط 

لب مطابق مطا  .می شوداستراتژی خود الگوریتم تعیین 

یتم ، استراتژی الگورگفته شده در بخش پیشینه تحقیق

انتخاب تکثیری توسط آنتی بادیها )تشخیص دهنده ها( 

اُم تعداد بیشتری   𝒊بدست می آید. بطوریکه اگر آنتی بادی  

تشخیص غیر خودی را در طولِ عمُر خود انجام داده باشد 

Affinity  ترتیب آنتی بادیهایی که  آن بالا می رود و بدین

تشخیصی انجام نداده اند جهش می یابند و سیستم مجددا 

به به شکل تصادفی آنتی بادی جدید تولید می کند. 

Affinity اصل به میزان مشابهتِ الگوی دو رشته آنتی  در

بادی )خودی تولید شده( و غیر خودی )اتک( گفته می 

ن بوده و تکثیرِ آ شود که هر چه این میزان بالا باشد بهتر

آنتی بادی بالا می رود. البته نرخ تکثیر در این آزمایش برابر  

𝜷 = 𝟎. پیشفرض در مرحله شروع به کار الگوریتم   𝟐

تعیین شد که در واقع نرخ مبناست و با هر بار تشخیص 

متغیر است.  جالب است بدانید   𝒊موفّق، برای آنتی بادی 

در اکثر مقالات  فاصله   Affinityمعیار مورد استفاده  برای  

 ایمنی سیستمِ    میباشد.  (Hamming distance) همینگ

 زمان نتایجِ  لین دوره یادگیری خود  به مرورِپس از اوّ

 memory حافظه خود را در کسب شده ی تجربه مطلوبِ

B cells  ِبعد ثبت می کند در نتیجه در مواجهه  برای دفعات

اشناخته ، پتانسیل تشخیص غیر با نمونه ای با الگوی ن

خودی بالاتر رفته و سیستم تشخیص پویایی لازم را در 

دسته بندهای ایمنی دراز مدت از خود نشان می دهد. 

 بر خلاف  ARIS2parallelو  immunos99مصنوعیِ 

رایج دسته بندی ، با تکرارهای مکرّر و با تغییر  الگوریتمهای

پارامتردهی ورودی از سوی کاربر،  نرخ دسته بندی و 

تشخیص غیر خودی )نفوذ( آنها به مراتب بهبود محسوسی 

می یابد. درصورتیکه ما این بهبود را در بیشتر تکنیکهای 

 رایج چندان مشاهده مبتنی بر داده کاوی و یادگیری ماشینِ

دست برنامه نویسان و  ،مهمّ خصوصیّتِ این   ماییم.نمی ن

از تر ب زیست مبنا مهندسان را در توسعه این الگوریتم های

در طول   را برطرف نمایند. آنها چالشهای اساسی تامی کند 

 و ستکه زمان تِ گردیدمشاهده انجامِ آزمایش نخست 

 immunos99لیه متدهای ایمنی مصـنوعی یادگیری اوّ
ARIS2parallel, CLONALG, CSCA, ARIS

انتخاب شده )با اندازه  در زیر مجموعه داده تصادفی

 بوده و چندین ساعت طول می کشد. ( بسیار بالا0.00.

ها  از انجام برخی تست موقّتاً تا زمان بهبودِ آنها بنابراین ما 

و به جای آن ، این بار همین آزمایش را  نمودیمصرف نظر 
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یکنواخت از این زیر مجموعه )اندازه  یِدرصد تصادف دَهبا  

 ایدسته بندهسایر  رکورد(  تست نموده و با عملکردِ ..0.

موجود در جدول قبل مقایسه نمودیم. نتایج بر اساس 

  د.نوکا به شرح زیر می باشِِ پارامترهای پیشفرضِ

 
  

با تکرار اجرا ،  ارزيابی مقايسه ای عملکرد 2524نتايج آزمايش فاز اول با پارامتردهی پیشفرض )بدون اعمال کاهش ويژگی( به اندازه (: 2جدول )

 

مشاهده میگردد که در بین درخت ( .با بررسی جدول )    

 ه دسته بندها ازنسبت به بقیّ R Forest، های تصمیم گیری

ده و در بین متدهای ( برخوردار بو.6499دقت بالاتری )

در  Immunos99و  CSCAبه ترتیب  ایمنی مصنوعی نیز

ا ر بهتر عمل نموده اند.  این نتایج این متدها مقایسه با سایرِ

 نمود.    استنباطخوبی   به RoCمنحنی  درمی توان 
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185192 904..00 6490. 641.00 6400 646.10 64900 64900 64900 6490. 6490. 6490. 64610 6490. J48 

Consolidated 

T
re

e
 

3189916 9.400.0 649.0 64100. .4.0 646... 64990 64990 649.. 649.0 646.. 646.. 646.. 649.0 LADTree 

182231 9049169 64909 6469. .410 646111 64990 64990 649.0 64909 64909 64909 64611 64909 NBTree 

185192 904..00 6490. 641.1. 04.. 646191 64909 6499. 64909 6490. 6490. 6490. 64610 6490. BFTree 

282641 9.41009 649.1 641.00 640. 646000 6499. 6499. 649.0 649.1 649.1 649.1 646.9 649.1 ADTree 

286454 99400.0 6499. 646..0 64.0 646.60 14666 14666 6490. 6499. 6499. 6499. 64660 6499. Random Forest 

181946 904.00. 64900 641.09 ~ 6  6461. 649.0 64900 64900 64900 64900 64900 6461. 64900 Random Tree 

182556 9041... 64901 641.6. 641. 646.00 64909 6499. 64900 64901 64901 64901 64619 64901 REPTree 

283621 9946019 64996 6469.1 640. 6461.0 64909 6499. 64901 64996 64996 64996 64616 64996 JRip 

R
u

le
 

28192 9.400. 649.00 6410.0 141. 646.10 6499. 6499. 6490. 649.9 649.9 649.9 646.. 649.9 Decision Table 

185923 904.0.1 64900 641100 641. 64619. 64900 64996 64909 64900 64900 64900 64610 64900 PART 

183462 9.4600. 64910 64.019 .4.0 646.90 64096 64910 64001 649.6 649.1 64901 64600 649.1 (C-SVC) 
LibSVM 

F
u

n
ct

io
n

 

1281654 09400.0 640990 640100 6400 64161. 64006 64966 64066 64090 64090 6496. 64699 64090 LibLINEAR 

282316 9.496.. 649.9 64100. 0400 646090 6499. 64990 64900 649.9 649.9 649.9 646.1 649.9 MLPClassifier 

282641 9.41009 649.1 64109. .10640 646.00 - 649.1 - 649.1 649.1 649.1 646.9 649.1 AIRS2 

Im
m

u
n

e
 

- - - - - - - - - - - - - - AIRS2Parallel 

128924 0.4010 640.. 640019 1409 641.00 - 640.. - 640.0 640.0 640.0 641.. 640.0 CLONALG 

686156 90400.. 6490. 64600. ..4.0 64600. - 6490. - 6490. 6490. 6490. 64600 6490. CSCA 

1281921 094.099 64091 640..0 646. 6416.0 - 64091 - 6409. 64090 64090 64111 64090 Immunos2 

385629 964.09. 649600 64069. .604.. 646900 - 6496. - 6496. 6496. 64960 6469. 6496. Immunos99 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                            12 / 24

https://ic4i-journal.ir/article-1-23-en.html


 

 

 

و در   JRipو   DTنیز   Ruleهمچنین در بین متدهای 

بهتر عمل نموده  LibSVMو سپس   MLPبین توابع  نیز 

مصنوعی نمی توان بررسی  ایمنی در بین متدهای ولیاند.  

آزمایشات )فاز دوّم( دقیقی داشت.  به گونه ای که در ادامه 

مشاهده می شود که عملکرد متدهای ایمنی مصنوعی با 

 نرخ پارامترهای ،اعمال فرایند کاهش ویژگی و بروز رسانی

ورودی به شدّت تغییر یافته و کاربرد انتخاب ویژگی در 

 به نظر می رسد.  تر و ضروریمورد آنها بسیار مطلوب

و    AIRSترکیبی از دو الگوریتم   immunosالگوریتم  

CNOLANG  انتخاب متد می باشد که هردوی آنها از

الهام گرفته شده اند.    1تئوری ایمنی اکتسابی و ازتکثیری 

 خودی عوامل از هایی گروه بواسطه الگوریتم این

ها یا حافظه  B cell،  (موثر بالغ های دهنده تشخیص)

وعی از نم را آماده کند تا بتوانند تشخیص دهنده های سیست

[ 16] آنتی ژن با الگویی خاص را شناسایی و برچسب بزنند.

[1.] 

  run طی  با تغییر پارامترها  در نتیجه این الگوریتمها

کارائی  و تشخیص خروجیِر ، نرخ های ای مکرّـــــــه

بطوریکه گاهی تفاوت   پیدا می کنند. محسوسی تغییرآنها 

برای دو نوع ترافیک نرمال   ی تشخیصنرخ هازیادی بین 

نسبت به سیکلهای اجرای قبلِ در این الگوریتمها   و آنومالی

 بنابراین  مشاهده می گردد و در نتیجه پایدار نیستند.

این معیارها  به درستی نرخ های تشخیص و کارائی  میانگینِ

بسته به  د.  چراکه سیستم ایمنی مصنوعینرا نشان نمی ده

 ود، نرخ حد پارامتریک در نرخ های مختلف تکثیر یطِشرا

یا ...(  n-fold) تست تعیین شده و حجم داده و نوع آستانه

دسته بندی متفاوتی را در مواجهه با دو نوع ترافیک نرمال  ، 

                                                            
1 Adaptive immunity theory 

در نتیجه می توان گفت این سیستم ها .  دارند و آنومالی

این   وبیشتر به پارامترهای ورودی کاربر حساسیت دارند 

 حساسیت نسبت به سایر دسته بند های رایج بیشتر است.

   known goodسیستم ایمنی مصنوعی تلفیقی از دو رویکرد

 در تشخیص آنومالی از نرمال ارئه می دهد.    known badو 

قان همواره سعی داشته اند این تلفیق را بهبود داده و محقّ

ده قیقی ارائه نشرا پویاتر نمایند.  تاکنون تح  AISسیستم  

 شهایچال راهکار، دو این تلفیق که به شکل جامع بتواند با

 د. نمای رفع نفوذ تشخیص در را مصنوعی ایمنی

 
 040دسته بندهای ایمنی مصنوعی نرم افزار وکا نسخه (: 9شکل )

 

این چالشها عبارتند از :  تولید تشخیص دهنده های  

بالعکس ، بلادرنگ بالغ ،  یادگیری در حین تشخیص و 
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آسیب   .1بودن تشخیص و مقابله با حملات روز صفر

حمله ای که در روز کشف آن توسط   -پذیری روز صفر 

و قبل از شناسایی آن رخ دهد.  البته  امنیت صانِمتخصّ

پویایی پارامتریک سیستم ایمنی مصنوعی ، خود می تواند 

یا در ویک مزیّت نیز باشد زیرا سیستم همواره به شکلی پ

  ،بوده و در این حیات مصنوعیو رُشدِ ایمنی حال پردازش 

ه داده اتکثیر و بلوغ )بروز رسانی پایگدو فرایندِ به همواره 

تشخیص دهنده ها( می پردازد  ،های خود و اصلاح رشته ها

از   یعنی یادگیری در حین تشخیص و بالعکس.اکه این 

ا ی دسته بند هملاحظه می شود که تقریباً تمام  (.)جدول 

لیل . این به دوده و دقت آنها نسبتاً پایین استدارای خطا ب

  . و غیر مرتبط  درگیر شدن دسته بند با ویژگیهای اضافی

  می باشد.

ه ارزیابی مقایس منظور افزایش دقت دسته بند ها و به

رترین تکنیکهای کاهش ویژگی بر موثّکدام، کارائی هر  ایِ

در این  مورد آزمایش قرار گرفتند.  مربوطهروی دادگان 

 Swarmتکنیکها استراتژیهای جستجوی مبتنی بر 

Intelligence  اند.  )هوش ازدحامی جانداران( به کار رفته

نیز  علیرغم نقطه قوّت آن در   ”راپر“همچنین از رویکرد 

کاهش  خطا به دلیل زمان زیاد ت تشخیص و افزایش دقّ

همانگونه ای که از این جدول  استفاده نشد.  آن یادگیریِ

قابل مشاهده است هر یک از این الگوریتمهای کاهش ابعاد 

با استراتژی جستجوی متفاوت در ترکیب با یکدیگر 

رویکرد کاهش ابعاد را تشکیل می دهند و در هر بار تست 

 زیر مجموعه ویژگیهایبا استراتژی های مختلف می توانند 

 1.ل کُ عه بهینه از بین عنوان زیر مجمو بهمتفاوتی را 

 بررسی و ارزیابی ویژگی انتخاب نمایند.  نتیجه مطلوبِ

به  ( 0) رویکردهای کاهش ویژگی در جدول مقایسه ایِ

 .اندعنوان فاز دوّم آزمایش به کار رفته 

جدول بپردازیم نیاز است این قبل از اینکه به ارزیابی 

فوق  تدهایکه معیاری کلی برای تعیین اینکه کدام یک از م

پیش فرض و در شرایط یکسان می توانند با پارامترهای 

ویژگی  1.، زیر مجموعه ویژگی بهتری را از بین آزمایش

  به کمک متد  بنابراین رتبط و نا مرتبط انتخاب نمایند. م

Information Gain   که میزان اطلاعات بدست آمده از هر

ن آمار دقیق ویژگی را محاسبه و بدست می دهد  می توا

 [01][1.] .و اضافی را بدست آوردویژگیهای غیر مرتبط 

البته این اطلاعات کلی بوده و تنها در شرایطی کاربرد 

دارد که هدف، صرفاً دسته بندی ما باینری، تفکیکِ غیر 

خودی )ترافیک آنومالی( از خودی )نرمال( باشد نه دسته 

ر در بندی حملات به گروه چهارگانه. به عبارت دیگ

شرایطی که آزمایش به گونه ای باشد که دسته بندیِ نوع و 

جزئیّاتِ حمله مد نظر بوده و نه صرفاً تشخیص آنومالی از 

نرمال،  این اطلاعات کمکی نمی کنند و حتّی ممکن است 

حذفِ یک ویژگیِ خاص که اطلاعات کمتری نسبت به بقیه 

بهره  گر ، پژوهش [1.]در   می دهد اشتباه نیز بوده باشد.

𝐍𝐒𝐋ویژگی در دیتاست  1.هر یک از  0اطلاعات −

𝐊𝐃𝐃    :را به کمک رابطه زیر بدست آورده است 
 

𝐺𝑎𝑖𝑛(𝑆. 𝐴) ≡ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑠) − 

                      ∑ (
|𝑆𝑣|

|𝑆|

𝑛

𝑣∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)
 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣))   

       (.) 

 

 

                                                            
1 Zero days Vulnerabilities 
2 Redundant  &  non-related  

3 Information Gain (IG)  
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 نتیجه اعمال رويکردهای مختلف انتخاب/کاهش ويژگی بر روی دادگان  :(9جدول )

 

 

نحوه بدست آوردن بهره اطلاعات هر ویژگی به صورت 

کلاس   𝐦دادگان یادگیری با    Sاگر   [0.]. زیر می باشد

  𝒔و   𝐈نمونه از کلاس   𝒔𝒊  و نمونه های یادگیری شامل

کل تعداد نمونه ها در نمونه یادگیری باشند ، اطلاعات مورد 

ی یک نمونه مورد نیاز است، با انتظار که برای دسته بند

 رابطه زیر محاسبه می گردد:

 

𝐼(𝑠1. 𝑠2 … . 𝑠𝑚) =  − ∑
𝑠𝑖

𝑠

𝑚
𝑖=1 log(

𝑠𝑖

𝑠
)      

               (0) 

 

 

 

.𝒇𝟏}با مقادیر   𝑭یک ویژگی  𝒇𝟐. … . 𝒇𝒗}   می تواند

.𝑺𝟏}زیر مجموعه   𝒗دادگان یادگیری را به  𝑺𝟐. … . 𝑺𝒗}  

را   𝒇𝒋زیر مجموعه ای است که مقدار  𝐒𝒋تقسیم کند که 

نمونه از   𝒔𝒊𝒋  شامل 𝐒𝒋بنابراین   دارد.  𝑭برای ویژگی 

به  از رابطه زیر   𝑭می باشد. آنتروپی ویژگی   𝒊کلاس 

 بدست می آید.

 

شماره 
 رديف

 اولويت
الگوريتم  انتخاب ويژگی 

 )ارزياب(
متد )استراتژی( 

 جستجو

تعداد 
ويژگیهای 
 انتخاب شده

 نام ويژگیها

1 1. 

CfsSubsetEval 

Best First 0    0،0،1.،06،09 
2 16 Ant Search 0 0،0،1.،.0،06،09 
9  Bat Search 0 0،0،1.،.9،00 
4  Bee Search 0 0،0،1.،.0،06 
5 0 CuckooSearch 0 0،0،0،1.،..،.0،.9،09 
6 9 GeneticSearch 16 0،0،1.،1.،19،.0،.0،06،0.،09 
1  PSOSearch 0 0،0،1.،.9،00 
2 10 HarmonySearch . 0،0،1.،06 
3  ChiSquaredAttributeEval Ranker .1 همه 

12  Classifier subset 

evaluator 

Ant Search 1 . 

  … 1  

11 0 

ConsistencySubsetEval 

Ant Search 9 1،0،0،0،.9،0.،0.،00،09 

12 . BatSearch 10 1،.،0،.،0،0،.،.0،..،.9،01،00،0.،00،09 

19 . BeeSearch 9 1،0،0،19،.6،.0،0.،00،00 

14 0 Best First . 1،0،0،.0،0.،00،00 

15 1 CuckooSearch 1. 1،.،0،0،9،..،..،..،01،00،00،00 

16 0 PSOSearch 11 0،0،9،10،.0،0.،00،0.،00،09،.1 

11 11 

FilteredSubsetEval * 

Ant Search 0 0،0،1.،.0،06،09 

12  BatSearch . 0،1.،.9،00 

13 10 BeeSearch 0 0،0،1.،.0،06 

22 1. Best First 0 0،0،1.،06،09 

21 . CuckooSearch 0 0،0،0،1.،..،.0،.9،09 

22  PSOSearch 0 0،0،1.،.9،00 

29  GainRatioAttributeEval Ranker .1 همه 
24  InfoGainAttributeEval Ranker .1 همه 

25  
principal components 

analysis 
Ranker 

75 

Eigenvectors 
Ranked attributes * 
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𝑬(𝑭) =  ∑
𝒔𝟏𝒋+⋯+𝒔𝒎𝒋

𝒔

𝒗
𝒋=𝟏 × (𝒔𝟏𝒋. 𝒔𝟐𝒋 … . 𝒔𝒎𝒋)  

                          
         (.) 

 

از رابطه زیر   𝑭ویژگی   در نتیجه ، بهره اطلاعات برای

 بدست آید:
 

𝐺𝑎𝑖𝑛(𝐹) =  𝐼(𝑠1. 𝑠2 … . 𝑠𝑚) − 𝐸(𝐹)   
              (0) 

 

هره اطلاعات هر ویژگی را در دادگان بَ   [0.]تحقیق 

محاسبه نموده  ( 1)را به صورت نمودار    NSL-KDDنفوذ 

است.  اطلاعات ویژگیها در این نمودار ، برای هر زیر 

مجموعه تصادفی انتخاب شده از دادگان نفوذ تقریباً در 

همین حدود می باشد.  همانگونه که مشاهده می گردد 

بالاترین نرخ بهره اطلاعات را  00،..،0.،0،0،.ویژگیهای 

ز نوع غیر ا 0،.ارائه می دهند، توجه شود که ویژگیهای 

عددی می باشند. در ادامه آزمایشات ، ما از نرخ های بهره 

را به ترتیب نزولی از چپ به  ویژگیها استفاده نموده و آنها

راست بر اساس میزان بهره اطلاعات اولویت بندی نمودیم.  

ی مف الگوریتم های فراابتکاری کاهش ابعاد سطرها نیز معرّ 

در این جدول  شده اند.( ارزیابی .باشند که در جدول )

زیرمجموعه ویژگیهای انتخاب شده در هر یک از این 

رویکردها به ترتیب اولویت بهره اطلاعات به تفکیک 

 مشخص شده اند. 

 
 میزان اطلاعات بدست آمده از هر ويژگی از دادگان نفوذ  (:1)نمودار 

از جمع بندی نتایج حاصل از ارزیابی جدول فوق و   

مشاهده می شود ( 1) آن با اطلاعات نمودارمقایسه نتایج 

   ویژگیِ یب از چپ به راست رویکردهای کاهـش که  به ترت

در مجموع  6،0.،1،19،.1،.،1،0،0.،11،.10،10،1،.10،1

دارای پتانسیل بالقوّه و موثری برای کاربرد در ایجاد مدل 

تشخیص نفوذ هستند ، زیرا این ویژگیها در اکثر رویکردها 

 ،ده اند.  بنابراین الگوریتمهای جستجوی کوکو انتخاب ش

Bat  ،PSO  ،Bee  ،Ant ،Genetic  نسبت به بقیه زیر

مجموعه های موثرتری را نتیجه می دهند.  بعلاوه این زیر 

مجموعه ها اطلاعات بیشتری را در اختیار دسته بند قرار 

ما در بین این رویکردها  مواردی که تعداد  . میدهند

نتخاب شده آنها کمتر یا خیلی بیشتر است را ویژگیهای ا

 حذف نموده و مطلوب ندانستیم.  

ذکر این نکته ضروری است که در ایجاد هر نوع حمله 

ای )از بین چهار نوع حمله ممکن(  فقط برخی از این 

ویژگیها بر رخداد آن حمله موثراند.  به عنوان مثال برای 

 “صرفاً با ویژگیهای  R2L و U2Rحملات از نوع 

می توان این نوع حملات را کشف  دادگان،در  ”حتواییمُ

کرد و انواع دیگر ویژگیها تاثیر چندانی در کشف این 

 [6.]حملات ندارند. 

 

 

 . فاز دوّم 9-2-2

از بین رویکرد های انتخاب ویژگی  ارزیابی شده در 

 0، ما شش رویکرد را مطابق جدول  0فاز اوّل در جدول 
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تخاب نموده و بر روی پارامترهای آن بررسی هایی را به ان

منظور انتخاب پارامترهای بهینه انجام دادیم تا زیر مجموعه 

 های بهتری را نتیجه دهند.

 

 استخراج بهترين رويکرد کاهش ويژگی با تطبیق زير مجموعه ويژگیهای آن با میزان اطلاعات هر ويژگی بر اساس اولويت   (:4)جدول 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 رویکردهای انتخاب شده دارای موثرترین ویژگیها جهت اعمال بر ورودی دسته بند  (:0)جدول      
 ويژگیها تعداد ويژگی نام رويکرد کاهش ويژگی )به ترتیب اولويت(

𝐂𝐮𝐜𝐤𝐨𝐨𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 1. 1،.،0،0،9،..،..،..،01،00،00،00 

𝐁𝐚𝐭𝐬𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 10 1،.،0،.،0،0،.،.0،..،.9،01،00،0.،00،09 

𝐏𝐒𝐎𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 11 0،0،9،10،.0،0.،00،0.،00،09،.1 

𝐁𝐞𝐞𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐞𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 9 1،0،0،19،.6،.0،0.،00،00 

𝐀𝐧𝐭𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 9 1،0،0،0،.9،0.،0.،00،09 

𝐆𝐞𝐧𝐞𝐭𝐢𝐜𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐟𝐬𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 16 0،0،1.،1.،19،.0،.0،06،0.،09 
 

 رويکردهای کاهش ويژگی )بهبود يافته( دارای موثرترين ويژگیها جهت اعمال بر ورودی دسته بند (:6)جدول 

 ويژگیها ويژگیتعداد  نام رويکرد کاهش ويژگی )به ترتیب اولويت(

𝐂𝐮𝐜𝐤𝐨𝐨𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 . 0،0،.0،0.،0.،00،00 

𝐁𝐚𝐭𝐬𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 1. 1،0،.،0،0،10،1.،10،.0،.0،0.،00،00،00 

𝐏𝐒𝐎𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 . 0،0،0.،0.،00،00،09 
𝐁𝐞𝐞𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐞𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 16 1،0،0،10،0.،00،00،0.،09،.1 

𝐀𝐧𝐭𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐨𝐧𝐬𝐢𝐬𝐭𝐞𝐧𝐜𝐲𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 11 0،0،19،.0،06،0.،00،0.،00،0.،09 

𝐆𝐞𝐧𝐞𝐭𝐢𝐜𝐒𝐞𝐚𝐫𝐜𝐡 +  𝐂𝐟𝐬𝐒𝐮𝐛𝐬𝐞𝐭𝐄𝐯𝐚𝐥 16 .،0،0،0،1.،.9،0.،00،0.،00 
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را از  type accelerate در جستجوی کوکو ، نرخ های     

را دو  iteration  ، Population Sizeحالت نرمال خارج و 

برابر نموده و مقدار سیگما را از مقدار پیش فرض آن به 

افزایش دادیم. همچنین نرخ فرکانس گزارش  640مقدار 

 typeست شد.   در جستجوی خفاّش نیز   06دهی نیز 

accelerate   و  640را به سریع ست کرده ، فرکانس به 

iteration  .همچنین پارامتر  نیز دو برابر شد 

mutationProb  )را افزایش داده و از مقدار  )احتمال جهش

ارتقا دادیم. مقادیر  6460به  .646پیشفرض آن یعنی 

 رــــ( و مقدار پارامت6.پارامترهای جمعیت نیز دو برابر )

در مورد الگوریتم  تنظیم شد.  06نرخ گزارش دهی به 

)ازدحام ذراّت( نیز  بنا به  PSOSearchاستراتژی جستجو 

 106به  Populationمقادیر پارامترهای  [0] مقالهاستناد به 

انتخاب شد.  برای الگوریتم  .640نیز پیشفرض  C2و  C1و 

)زنبور( نیز مقادیر شتاب ، تکرار،   Bee searchجستجوی 

 جمعیت ، فرکانس را دو برابر  و مقدار احتمال 

 
(6جدول  -نتايج آزمايش فاز دوّم ،  ارزيابی مقايسه ای )با اعمال بهترين کاهش ويژگی  (: 1)جدول 

 

ارتقا داده شد.   در مورد  6460به  .646از نیز جهش      

،   accelerateالگوریتم جستجوی مورچه نیز ، سرعت  به 

و  (06و تکرارها چهار برابر ) 0به  .مقادیر  فرومون از 

(، همچنین نرخ 6.به  6.جمعیت دو برابر گردید.  )از 

افزایش داده شد.    نرخ  06به  6.گزارش دهی نیز  از 

افزایش داده  1( مورچه ها نیز به heuristicهوش ابتکاری )

 در مورد آخر )ژنتیک( نیز پارامترهای شد.  
Crossover  افزایش و  .64بهmaxGeneration 06 به  ،

( 0)و در نهایت جدول  تنظیم 06 به اندازه جمعیت نیز
دو در این شش رویکرد  کاهش ویژگی     حاصل شد. 

In
co

rr
ec

tl
y
 C

la
ss

if
ie

d
 I

n
st

an
ce

s
 

C
o
rr

ec
tl

y
 C

la
ss

if
ie

d
 I

n
st

an
ce

s
 

A
cc

u
ra

cy
 

R
o
o
t 

m
ea

n
 s

q
u
ar

ed
 e

rr
o
r

 

E
x
ec

u
ti

o
n
 T

im
e

 M
ea

n
 a

b
so

lu
te

 e
rr

o
r

 

P
R

C
 A

re
a

 R
O

C
 A

re
a

 

M
C

C
 

F
-M

ea
su

re
 

R
ec

al
l

 P
re

ci
si

o
n

 F
P

 R
at

e
 

T
P

 R
at

e
 

cc
 F

S
 

C
la

ss
if

ie
r 

A
lg

 

8608.0 ..91.99 29..9 292090 299 292910 19222 19222 29.00 29..9 29..9 29..9 29220 29..9 29.00 
Bat 

Random 

Forest 

161111 .095001 29.00 291105 292. 29210 29.09 29.00 29.09 29.00 29.00 29.00 29210 29.00 29.09 Genetic C4.5 

161211 .090025 29.005 291220 2959 29215. 29..0 29..0 29.00 29.0. 29.0. 29.0. 29219 29.0. 29.00 Genetic NBTree 

8681.2 29.009 29.00 2912.0 2900 292109 29..1 29..9 29.00 29.00 29.00 29.00 29219 29.00 29.00 Bat BFTree 

261103 .090910 29.00 2919.5 2910 292510 29..9 29..0 29.50 29.00 29.00 29.00 29299 29.00 29.50 Genetic LADTree 

261103 .090910 29.00 291550 2919 292025 29..0 29..0 29.50 29.00 29.00 29.00 29299 29.00 29.50 Bee DT 

361811 .090.25 29.005 291009 2900 292951 29.00 29.05 29.92 29.05 29.05 29.05 29290 29.05 29.91 Bee LibSVM 

260.11 .09195. 29.01 291509 9900 292005 29.02 29.09 29.09 29.01 29.01 29.01 2929. 29.01 29.00 Bat MLP 

063181 .1900.. 29.195 2990. 9990 292095 - 29.10 - 29.10 29.10 29.90 2920. 29.10 29090 Bat 
Immunos9

9 
1631.3 .590090 29.505 299200 11901 292099 - 29.50 - 29.50 29.50 29.50 29200 29.50 29.19 Genetic CSCA 

260.11 .09195. 29.01 2910.9 00929 292900 - 29.01 - 29.01 29.01 29.01 2929. 29.01 29.00 Bat AIRS2 

26113 .09950 29.095 291050 100905 292900 - 29.09 - 29.09 29.09 29.09 29290 29.09 29.00 
Bat 

AIRS2 
Parallel 
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(  .)به دسته بندهای منتخب از جدول   (0)و  (0)جدول 
 اعمال گردید.  

 یافته ها .1
در  .با جدول  نخستاز فاز  .و 1با مقایسه دو جدول      

فاز دوم آزمایش، مشاهده می شود که تاثیر اعمال کاهش 
 immuno99م ـــــــــــویژگی به ترتیب بر سه الگوریت

ARIS2Parallel  ، CSCA  ، LibSVM بهبود نرخ های  در
تشخیص و کارائی نسبت به سایر الگوریتم ها بیشتر بوده 

𝐑𝐎𝐂 تغییر محسوس در نمودارهای   است.   − 𝐛, 𝐜   زیر
 قابل مشاهده می باشد.

,𝐜، با اعمال انتخاب ويژگی )از بالا به ترتیب  (2)، اجرای دوم مطابق جدول  (1)،از بالا به ترتیب ، اجرای اول مطابق جدول   ROCسه نمودار   (:2)نمودار  𝐛, 𝐚) 
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ضریب همبستگی را   𝐜𝐜ستون  . همچنین در جدول

 1 عدد نشان می دهد.  این معیار هر چه قدر به سمت

نزدیک تر باشد سیستم دسته بندی پایدارتر بوده و نتایج 

مشابهی را در مواجهه با داده عظیم در آینده ارائه خواهد 

داشت و نتایج بدست آمده دور از انتظار نخواهد بود. اما 

نمایانگر  ناپایداری سیستم و غیر  فاصله بگیرد  1اگر از 

قابل پیش بینی بودن آن است. بطوریکه با افزایش حجم 

داده جهت آزمایش و یا کاهش ویژگیهای غیر مرتبط و 

پارامتر دهی مناسب می توان این مقدار را به یک نزدیک تر 

 نمود.

 

 . ارائه رويکردِ پیشنهادی4-1

در میان    (.)تا    (.)با توجه به نتایج جداول      

از   Bat+ ARIS2Paralellمتدهای ایمنی مصنوعی رویکرد 

ضریب همبستگی و نرخ های  دسته بندی مطلوب تری در 

بین سایر متدهای مشابه برخوردار بوده و به دلیل نرخ 

همبستگی بالا قابلیت اطمینان در خصوص عملکرد دسته 

بندی و امکان توسعه در آینده را دارد.  همچنین در میان 

متدهای الهام گرفته شده از طبیعت ، سیستم های تشخیص 

MLP+Bat  در مقایسه باLibSVM+Bee    از همبستگی و

 عملکرد بهتری برخوردار است. 

 
 دسته بندها قبل و بعد از اعمال رويکرد انتخاب ويژگی (𝐚𝐜𝐜𝐮𝐫𝐚𝐜𝐲)مقايسه دقت    (:9)نمودار 

 
 

 

داشت توان اینگونه بر به عنوان یک نتیجه گیری اولیه می

 ، رویکرد جستجو و انتخاب 0جدول  کرد که مطابق

 .1با   Batsearch + ConsistencySubsetEvalویژگیِ 

ویژگی در این مجموعه آزمایشات  توانسته است بهترین 

بهبود را در نرخ های عملکردی دسته بندهای ارزیابی شده 

طور که بیان ارائه دهد. در میان متدهای ایمنی مصنوعی همان

به رویکرد   شد ، بهترین بهبود مربوط 

  ARIS2Paralell+Bat+ MLP  و  Bat  و در میان درخت

می باشد. معمولاً به منظور    Bat + Randomforestها نیز 

دسته بندهای الهام گرفته شده از  ارزیابی مقایسه ای بهترِ
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طبیعت )ایمنی مصنوعی ، متدهای مبتنی بر هوش ازدحامی 

سته د جانداران و فرا ابتکاری( کار ارزیابی بهتر است با سایرِ

بندهای غیر ابتکاری نیز انجام شود. مقصود در اینجا درخت 

 د.  نهای تصمیم می باش

یان ینگونه بای می توان کلّ به عنوان یک نتیجه گیریِ 

متد های ایمنی مصنوعی در مقایسه با سایر متدهای  نمود که

یادگیری ماشین )درختهای تصمیم ، متدهای فرا ابتکاری( 

به زیر مجموعه ویژگیهای انتخاب شده در الگوی ترافیک 

ژگی یک وی /حذفبطوریکه تغییر بوده وابسته ترورودی 

 اهادر نرخ های تشخیص و خطرا خاص تغییر محسوسی 

 که ستدر حالیاین منجر میشوند که یک چالش می باشد.  

در مورد سایر الگوریتم ها تغییر چندان محسوسی رخ نمی 

ا ب چالش این مطابق نتیجه آزمایشهای انجام شده دهد. حال

ی مناسب م انتخاب استراتژی جستجو و انتخاب ویژگیِ 

آزمایشات های از طرفی نتیجه ارزیابی   تواند رفع شود.

حاکی از آنست که تغییرات قبل و بعد از تعبیه فاز انتخاب 

 CSCA ویژگی در متدهای ایمنی مصنوعی به ترتیب در 

در میان توابع نیز بر    Immunos99  ،ARIS2Paralell  و

منجر به افزایش محسوسی در دقّت    𝐋𝐢𝐛𝐒𝐕𝐌روی  متد 

  (.  0شده است )نمودار  هاآن

 

 . جمع بندی4-2

در فرایند انتخاب ویژگی باید دقت کرد که زیر مجموعه 

هایی انتخاب شود که ذاتاً در کنار هم مفهوم کاملی برای 

و   src_bytesسیستم تشخیص ارائه دهند.  مثلاً دو ویژگی 

dst_bytes  این دو ویژگی معمولاً در کنار هم معنی پیدا  .

هده می کند و در نتایج رویکرد های انتخاب ویژگی مشا

)خفاش( و ژنتیک ، بقیه  Batشد که به جز الگوریتم 

الگوریتم ها این خصوصیت را نادیده می گیرند. این مورد 

نیز نیازمند پارامتردهی مناسب کاربر می باشد. پارامتر دهی 

باید بسته به مسئله پیکربندی شود،  به عبارت بهتر باید به 

 ادیرمحض رو به رو شدن با مسئله مشخص کنیم که مق

پارامترها در چه رنجی تعیین شوند. این تا حدی به تجربه 

به منظور ارائه      با این سیستم ها نیز وابسته استکار 

دسته بندها ، آزمایشهای متعددی را  رویکردی نو با ترکیبِ

می توان در نرم افزار وکا اجرا کرد. به طور کلی ازنظر 

ه عوامل زیر نگارندگان این مقاله موفقیت یک رویکرد ب

 بستگی دارد : 

 

فهم  کامل سازوکار زیستی سیستم ایمنی مصنوعی و 

 کسب تجربه لازم در بازه صحیح پارامترها.

استفاده از رویکرد های کاهش ویژگی و انتخاب 

استراتژی جستجوی مناسب، در این مورد پیشنهاد می شود 

 که از الگوریتم های فرا ابتکاری استفاده گردد. 

 

ارزیابی های مقایسه ای این مقاله نشان داد که نتیجه 

استراتژی جستجو و انتخاب ویژگی خفّاش در ترکیب با 

بهتر عمل می   ARIS2PARALELLمتد ایمنی مصنوعی 

کند که می تواند در آینده بر روی آن کار شده و توسعه 

بهتر  LiBSVMپیدا کند.  همچنین در مورد توابع نیز متد 

درخت های تصمیم نیز عمل نمود. در بین 

RandomForest  عملکرد بهتری در ترکیب با متد خفّاش

داشت.   به عنوان یک پیشنهاد که  به نظر می رسد می تواند 

در راستای توسعه و بهبود عملکرد زمانی رویکرد پیشنهادی 

ARIS2PARALELL +Bat    از نظر بلادرنگ بودن آن در

تولید و تکثیر آنتی بادی ها و تشخیص به موقع )آنلاین( 

مطرح شود ، استفاده از محیط پردازش ابری و یا  پردازش 

می باشد.  از طرفی حجم داده ورودی به    GPUتحت 
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دسته بند معمولاً در دادگان نفوذ مختلف ابعاد مسئله پیوسته 

ویژگیها معمولاً تغییر چندانی نمی  عدتغییر می یابند اما بُ

کند.  تغییرات پیوسته ویژگیها رخدادی است که در 

مجموعه آزمایشات این مقاله به دلیل ثابت بودن دادگان 

تست و یادگیری و محدودیت سخت افزاری و پردازشی ، 

امکان بررسی ابعاد متغیر وجود نداشت ولی پیشنهاد می 

شخیص بندی یک سیستم تشود که سیستم یادگیری و دسته 

نفوذ با این هدف توسعه داده شود که بتواند در حین 

یادگیری و ایجاد مدل دسته بندی ، توان تست مدل را با 

داده حجیم به صورت بلادرنگ یا نیمه بلادرنگ داشته 

به عبارت دیگر  اهمیت برقراری نوعی  باشد. 

𝐭𝐫𝐚𝐝𝐞 𝐨𝐟𝐟     میان𝐭𝐢𝐦𝐞    و𝐩𝐞𝐫𝐟𝐨𝐫𝐦𝐚𝐧𝐜𝐞 

ضروری است. مسئله زمان بالای تشخیص در سیستم ایمنی 

مصنوعی وجود دارد.  از نقطه نظر فناوری پیاده سازی نیز 

دربرخی سازمان ها ، زمان اهمیت بالایی دارد و در برخی 

دیگر نیز عملکرد به زمان اجرا ارجحیت دارد. امّا در 

می باشند که  مجموع امروزه هر دو پارامتر دارای اهمیت

باید توجه شوند.  در برخی نیز مانند سازمان های نظامی ، 

به هر دوپارامتر زمان اجرا و تست و عملکرد باید توجه 

 شود که کار پژوهشی و تخصصی زیادی را می طلبد.  

 

 نتیجه گیری  .1
های الهام گرفته شده از بیولوژیک و هوش  الگوریتم

نوین تحقیقاتی در نسل  ازدحامی جانداران به عنوان رویکرد

آینده سیستم های  تشخیص نفوذ زیستی ، مورد بحث و 

بررسی قرار گرفت.  همچنین مفهوم ایمنی و امنیت و 

تفاوت میان این دو بیان گردید. اصولاً سیستم های ایمنی 

مصنوعی با مبنای بیولوژیکی که دارند، با رویکرد برقراری 

از   ل امنیت  دارند. سعی در کنتر  ایمنی سیستم و حفظ آن

 ی در ـــــطرفی مفهوم مصونیت یا ایمن

سیستم ایمنی مصنوعی با دو واکنش اکتسابی )تطبیقی( و 

ذاتی بیان می شود و این دو واکنش در دراز مدت منجر به 

کنترل امنیت سیستم می گردند اما این پروسه در اولین 

مواجهه با آنتی ژنها  به عنوان رشته های غیر خودی )نفوذ(، 

بر کار بسیار زمانبر بوده و به پارامترها و نرخ های ورودی

نیز در مرحله پیاده سازی بستگی دارد. دلیل زمان بالای 

رویکردهای ایمنی مصنوعی بررسی شده نیز همین مسئله 

بوده و در واقع اوّلین فاز مواجهه آنتی بادیها با عوامل 

ترافیک شبکه غیر خودی می باشد که  تکثیر و تشخیص 

عمال آنها زمان زیادی می طلبد.   همچنین مشاهده شد که ا

فاز انتخاب ویژگی تاثیر زیادی در کاهش زمان ایجاد مدل 

نسبت به بقیه الگوریتم های دسته بندی   𝐀𝐈𝐒دسته بند در 

 رایج می گذارد.

 

 
 

 فهرست منابع                  
 

[1] Sharma, R. K., Kalita, H. K., & Issac, B. (2016). 

PIRIDS: A Model on Intrusion Response System 

Based on Biologically Inspired Response Mechanism 

in Plants. Innovations in Bio-Inspired Computing 

and Applications (pp. 105-116). Springer 

International Publishing. 

[2] Thaseen, I. S., & Kumar, C. A. (2016). Intrusion 

detection model using fusion of chi-square feature 

selection and multi class SVM. Journal of King 

Saud University-Computer and Information 

Sciences. 

[3] Sunita, S., Chandrakanta, B. J., & Chinmayee, R. 

(2016). A Hybrid Approach of Intrusion Detection 

using ANN and FCM. European Journal of 

Advances in Engineering and Technology, 3(2), 6-

14. 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                            22 / 24

https://ic4i-journal.ir/article-1-23-en.html


ی 
لم

 ع
مة

لنا
ص

ف
- 

رة 
ما

 ش
م،

دو
ل 

سا
ل، 

تر
کن

 و 
ی

ده
مان

فر
ی 

هش
ژو

پ
1

ار 
 به

،
19

31
 

 

 نفوذ......... صیتشخ یکردهایرو یابیو ارز یبررس 

 
 

 

48 

[4] Blum, C., Lozano, J. A., & Davidson, P. P. (2015). 

An artificial bioindicator system for network 

intrusion detection. Artificial life. 

[5] Enache, A. C., & Sgarciu, V. (2015, July). A feature 

selection approach implemented with the Binary Bat 

Algorithm applied for intrusion detection. 38th 

International Conference on Telecommunications 

and Signal Processing (TSP) (pp. 11-15). IEEE. 

[6] Tama, B. A., & Rhee, K. H. (2015). A Combination 

of PSO-Based Feature Selection and Tree-Based 

Classifiers Ensemble for Intrusion Detection 

Systems. Advances in Computer Science and 

Ubiquitous Computing (pp. 489-495). Springer 

Singapore. 

[7] Eesa, A. S., Orman, Z., & Brifcani, A. M. A. (2015). 

A novel feature-selection approach based on the 

cuttlefish optimization algorithm for intrusion 

detection systems. Expert Systems with 

Applications, 42(5), 2670-2679 

[8] Rani, M. S., & Xavier, S. B. (2015). A Hybrid 

Intrusion Detection System Based on C5.0 Decision 

Tree and One-Class SVM.  International Journal of 

Current Engineering and Technology 5(3), 2001-

2007. 

[9] Soliman, O. S., & Rassem, A. (2014). A Network 

Intrusions Detection System based on a Quantum Bio 

Inspired Algorithm. arXiv:1405.1404. 

[10] Saurabh, P., Verma, B., & Sharma, S. (2012). 

Biologically Inspired Computer Security System: 

The Way Ahead. Recent Trends in Computer 

Networks and Distributed Systems Security (pp. 

474-484). Springer Berlin Heidelberg. 

[11] Alomari, O., & Othman, Z. A. (2012). Bees 

algorithm for feature selection in network anomaly 

detection. Journal of Applied Sciences 

Research, 8(3), 1748-1756. 

[12] Kolias, C., Kambourakis, G., & Maragoudakis, 

M. (2011). Swarm intelligence in intrusion detection: 

A survey. Computers & security, 30(8), 625-642. 

[13] Ma, W., Tran, D., & Sharma, D. (2008). 

Negative selection with antigen feedback in intrusion 

detection. Artificial Immune Systems (pp. 200-209). 

Springer Berlin Heidelberg. 

[14] Brownlee, J. (2005). Immunos-81, the 

misunderstood artificial immune system. (Technical 

Report), Faculty of Information & Communication 

Technologies (ICT), Swinburne University of 

Technology, Melburne, Australia. 

[15] Enache, A. C., Sgarciu, V., & Petrescu-Nita, A. 

(2015, May). Intelligent feature selection method 

rooted in Binary Bat Algorithm for intrusion 

detection. 10th Jubilee International Symposium 

on Applied Computational Intelligence and 

Informatics (SACI) (pp. 517 521). IEEE. 

[16] Enache, A. C., & Sgarciu, V. (2015, May). 

Anomaly Intrusions Detection Based on Support 

Vector Machines with an Improved Bat Algorithm. 

20th International Conference on Control Systems 

and Computer Science (CSCS) (pp. 317-321). IEEE. 

[17] Enache, A. C., & Patriciu, V. V. (2014, May). 

Intrusions detection based on support vector machine 

optimized with swarm intelligence, 9th International 

Symposium on Applied Computational Intelligence 

and Informatics (SACI) (pp. 153-158). IEEE. 

[18] Rathore, H. Feb, 10, (2016). Mapping 

Biological Systems to Network Systems, 

Switzerland: Springer. 

[19] Song, J. (2016). Feature Selection for Intrusion 

Detection System, Retrivied from (Doctoral 

dissertation, Aberystwyth University). 

[20] Hassanien, A. E., Kim, T. H., Kacprzyk, J., & 

Awad, A. I. (Eds.). (2014). Bio-inspiring Cyber 

Security and Cloud Services: Trends and 

Innovations (Vol. 70). Springer. 

[21] Zekri, M., & Souici-Meslati, L. (2014). 

Immunological Approach for Intrusion 

Detection. Arima Journal, 17, 221-240. 

[22] Yang, X. S. (2010). Nature-inspired 

metaheuristic algorithms. Luniver press. 

[23] Kayacık, H. G, Zincir-Heywood, A. N., & 

Heywood, M. I. (2005, October). Selecting Features 

for Intrusion Detection: A Feature Relevance 

Analysis on KDD 99 Intrusion Detection Datasets. In 

Proceedings of the third annual conference on 

privacy, security and trust.  

[24] Mukhopadhyay, M. (2014). A brief survey on 

bio inspired optimization algorithms for molecular 

docking. International Journal of Advances in 

Engineering & Technology, 7(3), 868. 

[25] Andersen.P. (Producer), & Andersen.P 

(Director). (March 19, 2012). The Immune System 

[Video podcast]. US. Retrieved from 

http://www.bozemanscience.com 

[26] Aickelin, U., Dasgupta, D. (2005). Articial 

Immune systems In Search methodologies, (pp. 375-

399). Springer, Boston, MA. 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                            23 / 24

http://www.bozemanscience.com/
https://ic4i-journal.ir/article-1-23-en.html


ی 
لم

 ع
مة

لنا
ص

ف
– 

رة 
ما

 ش
م،

دو
ل 

سا
ل، 

تر
کن

 و 
ی

ده
مان

فر
ی 

هش
ژو

پ
1

ار 
 به

،
19

31
 

 
 مقالـــــه

 

 

49 

[27] Brownlee, J, (2005). Clonal selection theory & 

clonalg-the clonal selection classification algorithm 

(CSCA). (Technical Report), Swinburne University 

of Technology, Melburne, Australia. 

[28] Hofmeyr, S. A, & Forrest, S. (2000). 

Architecture for an artifiticl immune system. 

Evolutionary computation, 8(4), 443-473. 

[29] Farzadnia, E., Shirazi, H., (2017 September 21). 

The Black Hole Clustering Algorithm: A MATLAB 

Simulation. (Technical Report), Dept.of 

Communication and Information Security, Malek-

Ashtar University of Technology (MUT), Tehran, 

Iran. 

[30] Shirazi, H., Namadchian, A., & khalili Tehrani, 

A., (2012). A Combined Anomaly Base Intrusion 

Detection Using Memetic Algorithm and Bayesian 

Networks. International Journal of Machine 

Learning and Computing, (pp. 706-710), doi: 

https://10.7763/IJMLC.2012.V2.219  

[31] Shirazi, H., Madanipour, M., & Abolhassani, 

H., (2010). Improving Intrusion Detection Systems 

based on Feature Reduction via Data Mining. The 

2010 International Conference on Electronics and 

Information Engineering (ICEIE 2010), at Japan. 

[32] Sheikhan, M., Sharifi Rad, M., & Shirazi, H., 

(Dec 2011). Application of Fuzzy Association Rules-

Based Feature Selection and Fuzzy ARTMAP to 

Intrusion Detection. Majlesi Journal of Electrical 

Engineering, Vol.5, No. 4. 

[33] Khadem, Z., Shirazi, H., & Farshchi, S. M. R., 

(2015 Feb 19). Detecting Control baesd Imperative 

Malwares in Network Traffic. 2th National 

Conference on Applied Researches in Electronical, 

Mechanical and Mechatronics Engineering, at 

Tehran, Iran. 

 

 

سرایی، محمد مهدی؛  محمد رضا حجری و حسین  [43]

، استفاده از یادگیری ماشینی در بهبود تشخیص 1009شیرازی، 

اهواز، جهاد  ،کنفرانس ملّی امنیت اطلاعات و ارتباطاتنفوذ، 

 https://www.civilica.com/Paper-  دانشگاهی خوزستان،

012.html-CICS01-CICS01 

، 1000هدایتی، علیرضا؛ حسین شیرازی و احمد خادم زاده،  [43]

در تشخیص  snortارائه روشی برای بهبود سیستم تشخیص نفوذ 

فرانس دهمین کنبا استفاده از پایگاه دانش، رفتار غیر عادی شبکه 

 مرکز تحقیقات مخابرات ایران،سالانه انجمن کامپیوتر ايران، 

-ACCSI110-https://www.civilica.com/Paper

 158.html-ACCSI10 

خادم، زهرا؛ حسین شیرازی و سید محمدرضا فرشچی،  [00]

، تشخیص بدافزارهای کنترلی دستوری در ترافیک شبکه، 1090

دوّمین همايش ملّی پژوهش های کاربردی در برق، مکانیک و 

    تهران، دانشگاه جامع علمی کاربردی، مکاترونیک، 

-https://www.civilica.com/Paper

-ELEMECHCONF02-ELEMECHCONF02

  001.html 

شیرازی، حسین؛ جمالی فرد امینه، فرشچی سید   [43]

محمدرضا، تشخیص حملات برنامه های کاربردی تحت وب با 

-مجلّه علمیاستفاده از ترکیب دسته بندهای تک کلاسی. 

-119( :.) 0؛ 1090. فناوريهای پدافند نوينپژوهشی علوم و 

16.. 

https://adst.ir/article-1-574.fa.html  

 

 

 

 

 

 

 

 

 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

Powered by TCPDF (www.tcpdf.org)

                            24 / 24

https://10.0.30.83/IJMLC.2012.V2.219
https://www.civilica.com/Paper-%20%20CICS01-CICS01-012.html
https://www.civilica.com/Paper-%20%20CICS01-CICS01-012.html
https://www.civilica.com/Paper-ACCSI110-ACCSI10-158.html
https://www.civilica.com/Paper-ACCSI110-ACCSI10-158.html
https://www.civilica.com/Paper-ELEMECHCONF02-ELEMECHCONF02-001.html
https://www.civilica.com/Paper-ELEMECHCONF02-ELEMECHCONF02-001.html
https://www.civilica.com/Paper-ELEMECHCONF02-ELEMECHCONF02-001.html
https://adst.ir/article-1-574.fa.html
https://ic4i-journal.ir/article-1-23-en.html
http://www.tcpdf.org

