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 چکیده

و زمان است    یانسان  یبه کمک ها  متکیهنوز هم    ای اش  نترنتیانسان است. ا  یسبک زندگ  ریی( در حال تغIoT)  2ا یاش  نترنتیا  میعظ   ستمیظهور اکوس 

  تمیلگورچارچوب و ا  جادی، ان یروبرو هستند. بنابرا  یقابل توجه  یبا چالش ها  دارد و همچنان  بزرگ  یداده ها  بررسی  یقبول برا  رقابلی غ  دهی  پاسخ

 یی( تواناDRL)  3قیعم  یتیتقو  یریادگیو    یتی تقو  یریادگی  یکردهایاست. رو   یضرور  اریبس  ،عیسر  ایاش  نترنتیحل مشکلات خاص ا  یبرا  دیجد

ن معضل،  یغلبه بر ا  یبرامقاله    نیاکنند.    یآنها را محدود م  یکاربردها بوده و    ری وقت گ  سنتی،  و آموزش  یمدلساز  یرا دارند، اما روشها  یریگ   میتصم

 4مستعمره مورچه   یساز  نهی بر به  یمبتن  یژگیروش انتخاب و  کی  به این صورت که  .کند  یم  شنهادیرا پ   ایاش  نترنتیمتناسب با ا  یتی تقو  یریادگیروش  

(ACO پ )یر یگ  میبر روند تصم  یآنجا که توابع اکتشاف  از  .می کن  یم  شنهادی  ACO  ی ر یادگیگذارد، استفاده از روش    یم  ری جستجو تأث   ند یفرآ  یدر ط  

  ی برا   یشنهاد ی، روش پایاش   نترنتیا  ی، به عنوان مطالعه موردسرانجام   جستجو بهتر جستجو کند.  یکمک کند تا در فضا  تمیتواند به الگور  یم  یابتکار 

  ی شنهادیدهد که روش پ ینشان م یتجرب  جیشود. نتا یهوشمند، اعمال م یشهرها  یدر تقاطع ها کی ، با هدف کاهش ازدحام ترافییکنترل چراغ راهنما

 .اموزدیکوتاهتر ب  یرا در زمان اجرا  یبهتر  ات، اقدامسنتی  یکردهایبا رو سهیتواند در مقا یم

 یادگیری تقویتی عمیق، اینترنت اشیاء، بهینه سازی مستعمره مورچه : کلیدیواژگان 
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 نویسنده مسئول : محمد حسن نتاج صلحدار 

2 Internet of Things 

3 Deep Reinforcement Learning 
4 Ant Colony Optimization 
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 مقدمه

  نترنتیا  میعظ  ستمیاکوس   کی  یری، ما شاهد شکل گ امروزه

انواع دستگاه    ایاش   نترنت ی. امی( هستIoT)  ایاش اتصال  به 

  ی دنی، پوشهوشمند  یاعم از تلفن ها  میس  یمجهز به ب  یها

  ی ماهای، هواپگرفته تا سنسورها  یمجاز  ت ی و امکانات واقع

مورد    ن یا  .[ 1] شود    یگفته م  ه ینقل  لیو وسا  نیبدون سرنش

بس ها  یاریدر  مراقبت  مانند  ها  حوزه  ، یبهداشت   یاز 

نقل و  حمل  عمومنظارت،  خدمات  دولتی،  خدمات    ی ، 

م انتظار  که  گرفته و خواهد گرفت  قرار  استفاده   یمورد 

را   یتر و راحت تر  منی، اهوشمندتر  یرود سبک زندگ 

 . [ 3, 2] ما فراهم کنند یبرا

بر    یحت  ای گذاشته    ریما تأث  یبر زندگ   ا یاش  نترنت یا  اگرچه 

داشت  خواهد  تسلط  سآن  اما    ا یاش   نترنت یا  یها  ستمی ، 

سنار  فیوظا  یبرخ  یاجرا  یبرا  یوقت  یفعل   ی وهای در 

روبرو    یمهم  ی، هنوز با چالش هاشوند  یاستفاده م  یعمل

  ی کنترل  یکارها  یبرا  یفعل   IoT  یستمهای، ساولاً  هستند.

سنجش از قبل مستقر شده    یمعمولاً دستگاهها  یتیریو مد

شده را در نظر   یطراح  ش یکنترل هوشمند از پ  یو طرحها

هنگامرندیگ   یم آنها  عملکرد  که    ی.  شد  خواهد  خراب 

مواجه    رمجازیبدون دخالت انسان کار کنند و با حوادث غ

که   توانایی لازمبا    ییایاش   نترنت یاباید به  ،  نیشوند. بنابرا

ها  کمک  به  حداقل  را    یانسان  یاتکا  توجه    د،رساننببه 

  ا ی اش  نترنت یها دستگاه ا  ونی لی، اگرچه ماًی. ثان[ 4] شود    یکاف

 ستمیکنند، اما س  یم  یاز داده ها را جمع آور  یادیحجم ز

و   لیو تحل  هیممکن است قادر به تجز  ایاش  نترنت یا  یها

بزرگ در مدت زمان کوتاه نباشند. به    یداده ها  ردازشپ

د سازگریعبارت  مدل  تصمی،  زمان  و  پاسخ    ی ریگ   می، 

برنامه    نیچند  دیشد  ریتأخ  یازهایتواند ن  ینم  ا یاش  نترنت یا

 را برآورده کند. 

در حمل   کیبرنامه مهم، مانند کنترل هوشمند تراف  نیچند

نقل توانبخشو  ،  یبهداشت  یاز راه دور در مراقبت ها  ی، 

 
1 value function-action 
2 action 

  ی ازهای ، نرهیخطرناک هشدار دهنده در صنعت و غ  دادیرو

 یعنیکنند.    یرا مطرح م  ا یاش  نترنت ی ا  یتر و بالاتر برا  قیدق

کنترل   ییتوانا  یدارا  دینوظهور نه تنها با   IoT  یها  ستمیس

کم و    یی خودمختار باشند بلکه زمان پاسخگو   ت یریو مد

،  نیبنابرا  کنند.  یم  نیتضم  زیرا ن  ع یسرعت پردازش سر

الگور  جادیا و  مشکلات   یبرا  دیجد  تمیچارچوب  حل 

دار است.   یو معن  یفور  اری، بسدر حال ظهور  IoTخاص  

عم  نیا توسعه  به  همچن  ایاش  نترنتیا  قیامر  ارائه    نیو 

 . [ 5] کند  یکمک م  بهتر  ت یفیبا ک  یخدمات انسان

مد  یدگ یرس  هنگام و  کنترل  مسئله  معمولاً ت یریبه   ،

است    یتی تقو   یریادگ ی گرفته  قرار  توجه  .  [ 6] مورد 

است که در آن    یمحاسبات  کردیرو  کی  یتیتقو  یریادگ ی

ارتباط برقرار    دهیچینامشخص و پ  طیمح  کیعامل با    کی

به حداکثر رساندن کل مبلغ پاداش    ی، با تلاش براکند  یم

آموزد. اگرچه    یمطلوب را م  است ی س  کی،  شده  افت یدر

مانند  یت ی تقو   یریادگ ی   یسنت  یکردهایرو  ،Q-learning  ،

چند موفق  یعمل  یو ی سنار  نیدر  اما  اند  دهیرس   ت یبه   ،

 کم  بعدبا    یهایبا ورود  یی کاربرد آنها محدود به حوزه ها

برا است.  شده  از   ی محدود    ی ریادگ ی،  معضل  این  عبور 

  ی و معمار  قیعم  یریادگ ی  یاز فناور  یبی، ترک قیعم  یتیتقو 

،  . به طور خاص[ 7] شده است    ی، طراحیتیتقو   ی ریادگ ی

  ی بیتقر  یتوانند برا  یم  ق یعم   یعصب  ی، شبکه هاDRLدر  

که    هنگامی هااز ارزش عمل 1عمل _تابع ارزش یخط ریغ

 ، اتخاذ شوند.است  ادیها( ز یتعداد حالات )بعد ورود

د عبارت  روش  گریبه  مبتن  قیعم  یریادگ ی،  بر    یعوامل 

  م ی سازد تا از مشکلات تصم  یرا قادر متقویتی    یریادگ ی

با ابعاد بالا استفاده کنند.    2عمل حالت و   یبا فضاها  یریگ 

DRL  گسترده طور  زم  به  ،  ماشین  یینایب  یها  نهیدر 

  ه مورد استفاده قرار گرفت  موارد دیگر ، ارتباطات و  کیربات

اخ[ 8] است   مشکلات    ی برا  ،DRL  یها روش  راً ی.  حل 
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آغاز شده    [ 10,  9] ای اش  نترنت ینوظهور ا   یهاستمی خاص س

 است. 

پاسخگو ایاش  نترنت ی ا  گرید  خواسته زمان  و    نییپا   یی، 

سر پردازش  اگرچه    عیسرعت    یی توانا  DRLاست. 

، اما در صورت دارد  2گیری و تصمیم   1بازنمایی   یریادگ ی

  ی نم  نیآن تضم  یی، کاراایاش  نترنت یا  یاستفاده از برنامه ها

دل دو  د  لیشود.  اول  ،اردوجود  مرحله    ی برا  DRL،  در 

غ  یمدل ساز ارزش  یرخطیمشخصه  لا  عمل_تابع   هیبه 

  ی ادیبا تعداد ز  دهیچیساختار پ  نیدارد. ا  ازین  زیادی  یها

منجر    ریروش برآورد وقت گ   کیپارامتر ممکن است به  

ثان براایشود.  بالاتر  یابیدست   ی،  دقت  بابه    ی ها  هیلا  دی، 

هم    یرو  DRLدر    قیعم   یعصب  یشبکه ها  ی برا  زیادی

 . رندیقرار بگ

  ل یتشک  یژگیو  یادیاز تعداد زورودی    یها  دادهمعمولا  

  ن یربط و زائد است. ا   یب   یها  یژگیشده است که شامل و

الگور  یژگ یو بعضاً   یر یادگ ی  یها  تمیها  و  کرده  کند  را 

 3ی ژگ ی، انتخاب وجهینت  در  دهد.  یعملکرد آنها را کاهش م

(FS)   [11  ,12 ]   اساس مرحله  برا  شیپ  یبه   یپردازش 

کاو  نیماش  یریادگی  یها  تمیالگور داده    ی م  لیتبد  ی و 

، کنار آمدن با یژگ یانتخاب و  یروشها  یشود. هدف اصل

م  ی عنیاست.    4بعد   نینفر ز  یتلاش    رمجموعه یکند 

دا یپ  اد یکم و ارتباط ز  یها را با افزونگ   یژگ یاز و   ی کوچک

همچن و  داده  مجموعه  دهنده  نشان  که  مجموعه    نیکند 

 ها باشد. یژگ یو یاصل

به    ییپاسخگو   یبرا  یت یتقو   یریادگ ی  از، ما  قالهم  نیدر ا

کردیم.  IoT  یازهاین عنوان    چارچوب  ن یااستفاده  به 

م  شودیم   فیتعرعمیق    یتیتقو   یریادگ ی پنج  از  لفه  و که 

تجربه، مجموعه    گاهی، پا  طی شده است: مح  لیتشک  یاصل

،  پیشنهادی DRL یاصل طراح. و هدف ی ابی، ارزآموزش

ب و  یدگ یچیپ  شتریکاهش  آموزش  کاهشساختار   زمان 

-میو تصم  یصحت مدل ساز  نیتضم  نیو همچن  است 

 
1 representation 
2 making-decision 

خلاصه،   به  است.  IoT  یازهاین  نیتأم  و  یریگ  طور 

 است:  ریمقاله به شرح ز نیا هایبخش

i  )  چارچوبDRL   ک ی، که  میده  یرا ارائه م  پیشنهادی  

 است.  DRL یبرا نیگز یروش جا

ii  )ساز آماده  آموزش  یچارچوب  سازوکار   ینمونه  و 

.  را مشخص میکنیم  پیشنهادی  DRL  ی برا  انتخاب ویژگی

و   پردازش ییکارا شیتواند باعث افزا یسازوکارها م نیا

تصم همچن  یر یگ   میدقت  و  هز  نیمستقل    نه ی کاهش 

 محاسبات شود. 

iii  ما )DRL  به موضوعات    یدگ یرس  ی را برا  ی شنهادیپ

راهنما  یعنی،  IoTخاص   چراغ  شهرها  ییکنترل    ی در 

دهد   ینشان م یساز هی شب جی. نتامیکن ی، اتخاذ مهوشمند

روش   مقا  ی م  یشنهادیپ  DRLکه  در  با   سهیتواند 

کوتاهتر    یاجرا  مانرا در ز  ی، اقدام بهتردیگر  یکردهایرو

 . اموزدیب

 مرتبط  هایکار 
DRL  انقلاب تا  است  زم  یآماده  مصنوع  نهیدر    ی هوش 

ا[ 7] کند    جادیا گام  نی.  دهنده  سو   ینشان    جاد یا  یبه 

خود در تعامل   طیخودمختار است که با مح  یها  ستمیس

و با گذشت زمان    رندیبگ   ادی را    نهیبه   یهستند تا رفتارها 

بهبود م  قیاز طر ، . در حال حاضرابندی  یآزمون و خطا 

DRL  مختلف برنامه اعمال شده است.   یهادر دامنه 

  تیریمد  یبرا  DRL،  لبه  یا  یابر  انشیرا  یو یسنار  در

 تمی الگور  کی ،  [ 13] شود. در    ی استفاده م  یمنابع و انرژ

DRL  برا مدل  سنار  ت ی ریمد  یبدون  در    ی و ی منابع 

ا لبه  ا  شنهادیپ  یمحاسبات  الگو   نیشد. هدف    ی بود که 

اساس   نیتحرک کاربر به طور خودکار کشف شود و بر ا 

  ک ی ،  [ 14] . در  میرا منتقل کن  هلب  یسرورها  نیخدمات ب

ارائه    DRLبر    یهوشمند مبتن  یمنابع ابر  ت یریمد  یمعمار

از   استفاده  با  مDRLشد.  ابرها  تر  ی،  مناسب   نیتوانند 

از    یکربندیپ پ  دهیچیپ  طیمح  کیرا  کنند.   یساز  ادهیابر 

ناوبر  یساز  یمحل سنار  یو  بالا  دقت    ی کاربرد  یو ی با 

3 Feature Selection 
4 curse of dimensionality 
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  ل یوسا  یمشارکت  یساز  یمحل، مسئله  [ 15] است. در    گرید

قابل    یتا حدود  یریگ   میتصم  ندیفرآ  کیبه عنوان    هینقل

مشاهده در مارکوف مورد استفاده قرار گرفت و با استفاده  

الگور ر  یها  تمیاز  حل    DRLبا    رمتمرکزی غ  یزیبرنامه 

، که به  ارائه شد  DRLبر    یروش مبتن  کی،  [ 16] شد. در  

دهد به طور  یم امکان ن یبدون سرنش ییهوا هینقل لیوسا

  ی بزرگ مجاز  اسیدر مق  دهیچیپ  یفضا  ک یخودکار در  

  ان یپا  یبرا  ت ی با موفق  DRL،  نیحرکت کنند. علاوه بر ا

  ویدی، پردازش وکیربات  یمانند دستکار  ییدادن به کارها

 مورد استفاده قرار گرفت.   رهیو غ

ا  یبرا در  مستقل  ] ایاش  نترنت یمسئله  در  س4،    ی ستمی[، 

 نترنت یتواند نوع دستگاه را در شبکه ا  یساخته شد که م

شناسا  ایاش موثر  طور  را    نیا  کند.  ییبه  ارتباطات شبکه 

تجز  یر یادگ ی   تمیالگور  کی توسط   نظارت  و   هیبدون 

انداز   یم  لیتحل راه  از  به طور مستقل   هیاول  یکند، پس 

پ  یابی، نحوه دست[ 17]   در  کند.  یعمل م کنترل و   شیبه 

مهم   ایاش  نترنت ی ا  ستمیس  کی  یبرا  یباتر  ینیب کوچک 

دو   یتی تقو  یریادگ یشبکه  کیمشکل،  نیحل ا  یراب بود.

به حداکثر    هیلا را  میزان مجموع  تا همزمان  طراحی شد 

،  [ 18] در    .برساند و ضرر پیش بینی را به حداقل برساند

  ی ساز  رهیمشترک ذخ  یساز   نهیبه  یابیدست   یبرا  DRLاز  

خودمختار    ا یاش  نترنت یا   یو محاسبات برا   یی و یمنابع راد

به   دل  fogمجهز  عمل    حالت  اد یز  اری بس   یفضا  لیبه  و 

 استفاده شد. 

  سنسوری داده    یادیاستفاده کامل از تعداد ز  ی، برا[ 19] ر  د

IoT   برچسب نظارت    مهین  DRL  تمی الگور  کی ،  بدون 

برا طراح  ی شده  شهرها  در  هوشمند  به    یخدمات  شد. 

دقت در  ء ارتقا یبرا یشنهاد ی از روش پ  سندگانی، نوژهیو

ساختمانها  یداخل  طیمح  یساز  یمحل هوشمند    یدر 

 استفاده کردند. 

  ستم یس   کی،  [ 20] ، در  ا یاش  نترنت یدر ا  عی انتشار سر  یراب

و هشدار دادن به   یساز  ینظارت، بوم  یبرا  ایاش   نترنت یا

 
1 time-real 
2 ultrasound 

شده   یکه وارد مناطق خطرناک شده اند، طراح  یکارگران

با در    1به صورت بلادرنگ   ستمیس  نیا  ی واسته هاخ  است.

تکن  گرفتن  ها   یها  کینظر  فرکانس    یآنتن  دار،  جهت 

اولتراسوند  ییو یراد امواج  و  است.  2بالا  درک  در    قابل 

توز  کی ،  [ 21]  برا  عی چارچوب    ی ها  3مشبک   یشده 

پ مد  شنهاد یهوشمند  که  تقاضا   ت ی ریشد،  و    ی ب  یپاسخ 

، به منظور رفع موثر  [ 22]در    کند.  یم  ریدرنگ را امکان پذ

ا  نیچند  ریتأخ  یازهاین گره هاایاش  نترنت ی برنامه  مه    ی، 

مکان  یمعرف و  زم  سمیشدند  بود.  4نه یاشتراک  در    مجاز 

  ی برنامه ها  ق یدق  ریتأخ  ی ازهایبه ن  یدگ یرس  ی، برا[ 23] 

IoT  شنهادیشده پ  عیطرح کنترل توز  کی،  یدر زمان واقع 

 شد.

سال  مطالعه  در  که  ]   2024ای  است  به  24منتشر شده   ،]

برای تقویت امنیت و حفظ حریم   DRL بررسی استفاده از

دستگاه در  این   IoT هایخصوصی  در  است.  پرداخته 

جلوگیری از تهدیدات  برای تشخیص و  DRL مطالعه، از

به استفاده شده است، که  طور  امنیتی و حملات سایبری 

با تعداد زیادی دستگاه متصل   IoT خاص در سناریوهای

 .مفید است 

برای مدیریت هوشمند مصرف  DRL [، یک روش25در ]   

این   است.  معرفی شده  نقلیه خودمختار  در وسایل  انرژی 

ترین  روش با در نظر گرفتن وضعیت بلادرنگ شبکه، بهینه

مسیرها و تنظیمات رانندگی را برای کاهش مصرف انرژی  

 .کندپیشنهاد می

 

 مورچه ها  ی کلن  یساز  نهی به
یک الگوریتم مربوط به   (ACO)  مستعمره مورچه  یساز  نه ی به

انبوه است که توسط     1990در دهه    M. Dorigoهوش 

به طور گسترده ای برای حل    ACO  پیشنهاد شده است.

3 grid 
4 context sharing 
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عوامل    مشکلات بهینه سازی ترکیبی استفاده شده است. 

،  ذکر شده در بالا  بر اساس ایده های  ACOمصنوعی در  

  " انتقال احتمالی"و    "تقویت کننده های فرمون"به ویژه  

علاوه بر مورچه های واقعی، الگوریتم های  کار می کنند.

ACO    مصنوعی های  مورچه  به  بیشتری  های  توانایی 

اضافه می کنند. آنها حالت های درونی دارند که اقدامات  

گذشته مورچه ها را برای افزایش کیفیت راه حل ها به  

خاطر می سپارند. آنها مسیر فرمون را به صورت محلی و  

جهانی به روز می کنند تا راه حل های بهینه بهتری پیدا  

با آنها  اطلاعات    کنند.  از  برخی  اکتشافی  توابع  معرفی 

 . [ 26] ه می کنند خاص مسئله را اضاف

های   جز   ACOالگوریتم  سه  اطلاعات    اصلی  1معمولاً 

و به روزرسانی فرمون را برای    2راه حل ، ساخت  فرمون

اطلاعات فرمون مشخص می    بیان مسئله ارائه می دهند.

باید از نظر بردار دنباله   کند که چگونه اطلاعات مشکل 

فرمون نشان داده شود، که کیفیت یک راه حل را اندازه  

کند. می  قانون    گیری  تعریف  مورد  در  حل  راه  ساخت 

وضعیت  )انتقال  احتمالی  اکتشافی  (تصمیم  اطلاعات   ،

 خاص مسئله و محدودیت های مسئله است. 

به روزرسانی فرمون نحوه به روزرسانی اطلاعات فرمون  

کند  ارائه شده مشخص می  به راه حل های  با توجه  را 

تکراری  ، همه مورچه ها درگیر یک کار  ACOدر    .[ 27] 

دنباله   مقادیر  سازی  بهینه  برای  حل  راه  یک  تا  هستند 

به   رسیدن  تا  متناسب  توالی  یک  در  حرکت  با  فرمون 

ها  توقف  معیارهای مورچه  اینکه  از  بعد  کنند.  ایجاد   ،

های ساختند  محلول  کامل  طور  به  را  از خود  کسری   ،

  فرمون به طور مساوی در همه حالت ها تبخیر می شود. 

سپس هر مورچه بردار فرمون را با توجه به راه حل های  

در الگوریتم   ACOشبه کد    بنیادی خود به روز می کند.

 نشان داده شده است.  1

Algorithm 1 General pseudo-code of the Ant Colony 

Optimization.  
1. Initializing the pheromone trails  

2. Repeat  

 
1 components 
2 Solution 

3.  For each ant Do  

4.         Solution construction by modelling the 

problem in terms of pheromone vector;  

5.          Update the pheromone according to the 

founded solutions:  

6.        Evaporation  

7.        Reinforcement  

8. Until stopping criteria  

9. Output: final pheromone vector, which specifies the 

best-founded solution 
 

 

 ی شنهاد یپ روش 

ساختن    یاست که برا  ACO  یها   تمیالگور  یلفه اصلو، مفرمون  مدل

، هر مورچه  یشنهاد یروش پ  در   شود.  یخوب استفاده م  یراه حل ها 

متقابل    اطلاعات  دهد.  یم  لیبه نام دنباله فرمون تشک  یبعد-dبردار    کی

 شود:  یمحاسبه م ریبا فرمول ز  Yو  X یتصادف ریدو متغ نیب 

𝑀𝐼(𝑋, 𝑌) = ∑ ∑ p(x, y)log
p(x,y)

p(x)p(y)y∈Yx∈X       (1)  

 

متغ دو  بالاتر  ری اگر  متقابل  اطلاعات  ا  یمقدار  در  باشند،    ن یداشته 

 هستند.   وابسته  اریبسصورت 

 یژگیو  یبر رو  ی، در ابتدا، مورچه ها به طور تصادفیشنهاد یروش پ  در

بازد  رندیگ  یها قرار م با  مختلف در   یها  یژگیاز و  دیو هر مورچه 

انتقال حالت حر  یفضا قانون  دو  از هر  استفاده  با  و   صانهیجستجو، 

با استفاده  (  stateحالات )  انتقال  قانون  سازد.  یراه حل م  کی،  یاحتمال

را    4ی اکتشاف و بهره بردار  نی ب   مقدار  ،3ی و فرمون  یاطلاعات ابتکار از  

قانون انتخاب   کیبا استفاده از    k، مورچه  کند. در هر مرحله  یمتعادل م

 یم  دیبازد  ریبه شرح ز  i  یبعد  یژگیاز و  صانهیحر  ای  یاقدام احتمال

 کند: 

𝑝𝑖
𝑘(𝑡) = {

[τ𝑖(𝑡)][𝑉𝑖(𝑡)]β

∑  
𝑢∈𝑁𝑘[τ𝑢(𝑡)][𝑉𝑢(𝑡)]β , ∀𝑖 ∈  𝑁𝑘, 𝑖𝑓 𝑞 >  𝑞0

 
0                       , otherwise 

                                                                      

(2) 

 

𝑖 = {[τ𝑢][𝑉𝑢]β},
𝑢∈𝑁𝑘

𝑎𝑟𝑔𝑚𝑎𝑥
𝑌1

𝑛  𝑖𝑓 𝑞 ≤ 𝑞0                                                                                                  

(3) 

 

3 heuristic and pheromone 
4 exploration and exploitation 
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 مستعمره مورچه  یساز نهیبهبهبود جستجوی یادگیری تقویتی عمیق با  

 
 

6 
 

kN  مجموعه ای از ویژگی های عملی بازدید نشده است که مورچهk 

  𝑉𝑖است، و    iمقدار فرمون مرتبط با ویژگی    τمی تواند بازدید کند.  

، که در اینجا تابع مقدار حالت مربوط به ویژگی  است  مطلوبیت ابتکاری

i  پارامتر    .است𝛽  [ است و  0.1بین ]trade-of   بین مقدار فرمون و

اگر   یعنی  کند.  می  کنترل  را  ابتکاری  تأثیر    𝛽 = 0اطلاعات  باشد، 

اطلاعات ابتکاری نادیده گرفته می شود و تصمیم گیری فقط بر اساس  

 تاریخچه اقدام قبلی اتفاق می افتد. 

[  0.1یک متغیر تصادفی است، که به صورت یکنواخت در ]  𝑞پارامتر  

یک عدد ثابت است. این دو پارامتر    0𝑞  ∋[  1،    0]توزیع می شود.   

اهمیت نسبی بهره برداری در مقابل اکتشاف را مشخص می کنند. اگر 

0𝑞> 𝑞   باشد، هر ویژگی با توجه به احتمال زیاد توسط مورچه یکبار

باشد، مورچه    0𝑞< 𝑞بازدید می شود ، که به معنای اکتشاف است و اگر  

بهترین ویژگی  با توجه به حداکثر مقدار فرمون و ارزش اکتشافی از 

 ، که منجر به بهره برداری بیشتر می شود. کند  بازدید می

   1تباهی را با استفاده از نرخ    qبهره برداری  -در اینجا ضریب اکتشاف

مقدار  چند جمله ای تنظیم می کنیم، که با در نظر گرفتن تعداد تکرار،  

در   ها  مورچه  یعنی  کند.  می  کنترل  را  برداری  بهره  و  اکتشاف  بین 

تکرارهای اولیه الگوریتم اکتشاف بیشتری انجام می دهند و در پایان  

 تکرارها بهره برداری بیشتری انجام می دهند. 

 فرم ریاضی این نرخ فروپاشی چند جمله ای به شرح زیر است: 

𝑞 = (𝑠𝑡𝑎𝑟𝑡𝑟𝑎𝑡𝑒 − 𝑒𝑛𝑑𝑟𝑎𝑡𝑒) × ( 1 − 𝑘
𝑁𝐹⁄ )power  + 

𝑒𝑛𝑑_𝑟𝑎𝑡                                                             (4) 

را    تباهی  نرخپایین و بالایی    حد  𝑟𝑎𝑡𝑒𝑒𝑛𝑑و    𝑟𝑎𝑡𝑒𝑠𝑡𝑎𝑟𝑡که در آن  

تعداد   NFرا کنترل می کند،  تباهی  سرعت    power  تعیین می کنند و

و   کند  مشاهده  تکرار  هر  در  باید  مورچه  هر  که  است  هایی  ویژگی 

   تعداد فعلی تکرار است. kپارامتر 

استفاده می   ACOالگوریتم های   ثابت  ابتکاری  از اطلاعات  معمولاً 

اگر می    کنند. یعنی ابتکار عمل در طول فرآیند جستجو متفاوت نیست.

توان در هر تکرار از تجربه همه مورچه ها، روش ابتکاری را یاد گرفت،  

کند. می  زیادی  کمک  الگوریتم  عملکرد  بهبود  عوامل   به  اینجا  در 

، تابع مقدار   ACO)مورچه ها( در حین فرآیند جستجو در الگوریتم  

ما بردار مقدار   را به عنوان اطلاعات ابتکاری می آموزند.  Vبهینه حالت  

را با حداکثر شباهت کسینوس بین هر یک از ویژگی ها و    Vحالت  

جستجوی   فضای  و  کنیم  می  دهی  مقدار  کلاس  های  برچسب  همه 

 
1 decay rate 

خصوصیات مورد   مدلسازی می کنیم.  MDPویژگی ها را به صورت  

را می توان به صورت زیر برآورده کرد: ویژگی ها نمایانگر    MDPنیاز  

، عملکرد نماینده انتخاب ویژگی های بازدید نشده هستند  حالات محیط

 است.  ACO "نسبت شبه تصادفی"است و عملکرد انتقال براساس 

تابع پاداش از دو معیار نظارت شده و بدون نظارت تشکیل شده است.  

است که با شباهت کسینوس بین    flCorr، به نام   𝑑  ×Iاولی، ماتریس  

ویژگی ها و تمام برچسب های کلاس )ارتباط ویژگی ها( محاسبه می  

است که با همبستگی    fCorr، به نام  𝑑  ×dمورد دوم یک ماتریس  .  شود

هم برای شباهت  شود.    بین ویژگی ها )افزونگی ویژگی ها( محاسبه می

، دو  به صفر باشد  کسینوس و هم برای همبستگی، اگر مقدار نزدیک

نزدیکتر یکی  به  مقدار  اگر  و  هستند  مستقل  به  باشد  بردار  بردارها   ،

 یکدیگر وابسته هستند.

انجام عمل   با   𝑡𝑠 1 +به حالت    𝑡𝑠از حالت    aهنگامی که یک عامل 

 را به شرح زیر محاسبه کرد:  𝑡𝑟 1 +حرکت می کند، می توان پاداش  

 

(𝑠𝑡) = 𝑉(𝑡) + 𝛼 [ 𝑟𝑡+1 + 𝛾𝑉 (𝑠𝑡+1) − 𝑉 (𝑠𝑡)] 

𝑟𝑡+1 = 

max
𝑠𝑡+1

(f lCorr𝑠𝑡+1,l)

1+𝑓𝐶𝑜𝑟𝑟𝑠𝑡,𝑠𝑡+1

                    (5) 

  𝑡𝑠 1 +، مقدار همبستگی برچسب ویژگی بعدی  I+ 1 𝑠𝑡 𝑓𝑙𝐶𝑜𝑟𝑟, که  

، همبستگی  𝑠𝑡, 𝑠𝑡𝑓𝐶𝑜𝑟𝑟 1 +و تمام برچسب های مربوط به آن است و  

این ترکیب    است.  𝑡𝑠 1 +و ویژگی بعدی    𝑡𝑠ویژگی بین ویژگی فعلی  

دارند و کمترین   lبه ویژگیهایی که همبستگی زیادی با برچسب کلاس  

همبستگی را با ویژگی قبلاً انتخاب شده همزمان دارند، پاداش بیشتری  

دهد. را می   می  راه حل خود  ها  مورچه  که  در حالی  تکرار،  در هر 

روز می کنند. سپس  ب   را به صورت محلی  Vسازند، آنها بردار حالت  

با میانگین گیری همه آنها    kمحلی هر مورچه    Vدر پایان تکرار، بردار  

 در سطح جهانی به روز می شود: 

𝑉𝑆𝑡
=

1

𝑛𝐴𝑛𝑡
∑ 𝑉𝑆𝑡

𝑘
𝑛𝐴𝑛𝑡

𝑘=1
                                      (6) 

تعداد مورچه هایی است که راه حل ها را می  nAntکه در آن پارامتر 

 سازند و زیرمجموعه های ویژگی را انتخاب می کنند. 

 

 یو رانندگ يی کنترل چراغ راهنما بکارگیری الگوريتم پیشنهادی در
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نقش    یی، کنترل چراغ راهنماای اش   نترنت یمورد استفاده از ا  کیعنوان    به

روش   کیتوان آن را به عنوان    یم  هوشمند دارد.  یدر شهرها  یمهم

 .[29, 28]در نظر گرفت  کیکاهش تراکم تراف  یموثر برا 

 یی را در مورد مشکل کنترل چراغ راهنما  یشنهادی، ما روش پ  نجایا  در

چراغ   یساز نهی به  یبرا DRL، گریعبارت د به .میگذار یم شیبه نما

  ی در زمان واقع  کی تراف  انیدر تقاطع ها با توجه به جر  ییراهنما  یها

  ستم یس  یبر رو   شاتی، آزماطور خاص  به شود.  یاستفاده م  ه ینقل  لیوسا

 . [30]شود  ی( انجام مSUMO)  یتحرک شهر یساز هیعامل شب

SUMO  تراف  هیشب   کی به    کی ساز  که  است  حالته  چند  و  باز  منبع 

م امکان  را شخص  یرهایجاده و مس  طیدهد شرا  یکاربران   ی خودرو 

تقاطع چهار    ک یبرنامه در مورد    ی ویسنار  ط ی، مح نجا یا در  کنند.  یساز

جهت    از  .شوند  یطرفه است. چهار خط در هر بازو در تقاطع جمع م

 .کند  یکه چهار خط در هر بازو تقاطع را ترک م  یقطب نما در حال

خط مورد نظر   دی، باشوند  یم  کیبه تقاطع نزد  هی نقل  لی که وسا  یهنگام

 را با توجه به جهت از قبل انتخاب کنند: 

 .دی سمت چپ را انتخاب کن نیشتریچرخش به چپ: فقط ب  •

سمت راست را انتخاب    نیشتریب  ای  ی: دو خط مرکز دیبرو  میمستق   •

 . دیکن

 . دی سمت راست را انتخاب کن  ریمس نیشتریگردش به راست: فقط ب  •

، عامل ،   طی عناصر مربوط به مح دی، ما بای شنهادیاز اتخاذ روش پ   قبل

 . می کن فی، عملکردها و عملکرد پاداش را تعرحالات

در خطوط تقاطع چهار طرفه    هینقل   لیتراکم وسا  طیشرا  طی : محطیمح

راست توسط همان   چرخش  و  میمستق حرکت  مسئول    خطوط  است.

در  ه ینقل  لیبدان معناست که وسا نیا  شوند. یکنترل م ییچراغ راهنما

م  نیا آزاد  همزمان  طور  به  خط  چپ    چرخششوند.  یسه  سمت 

به   شده  داده  م  کیاختصاص  کنترل  جداگانه  طور  به  شود.    یخط 

وجود دارد. علاوه بر    طیمختلف در مح  یی، هشت چراغ راهنمانیبنابرا

  هرچه  شود. یم  میمختلف تقس  ی، هر خط به ده سلول با اندازه هانیا

  ک یسلول نزد  اگر  تر است.  ی، طولان سلول از خط توقف دورتر باشد

از   ی، ممکن است برخشده باشد  میتنظ  یاز حد طولان  شیخط توقف ب

 ن ینشوند و ا ییشوند شناسا یم  کیکه به خط توقف نزد هینقل  لیوسا

 گذارد.  یم ریدر دقت مشاهده تأث

شود.    یبه عنوان عامل نشان داده م  ییعامل: خود کنترل چراغ راهنما

   کند. یارتباط برقرار م  طیعامل با گذشت زمان با مح

برا   حالت:حالتها   ی مرحله زمان  کیدر    طیاطلاعات مح  فی توص  یها 

م استفاده    ، عاملکارآمد    یریادگیاز    نانی اطم  یبرا  شوند.  یمشخص 

به توز  دیبا  حالت   ل یوسا  عیتا آنجا که ممکن است اطلاعات مربوط 

و طول ده سلول در هر خط ،    فیرا پوشش دهد. با توجه به تعر هینقل

، در  1، آن سلول به عنوان  در سلول وجود داشته باشد  یا  لهیاگر وس 

 . شود یمشخص م 0، صورت نیا ریغ

ااقدامات در  مربوطه    می کن   ی، شرط مشیآزما  نی:  عملکرد جهت  که 

مدت زمان   یبرا   ای، رنگ روشن خط سبز  گریعبارت د  به  است.  "برو"

   شود. یواحد سبز م

به عنوان جمع کل زمان    ه ینقل  لی پاداش: زمان کل وزن وسا  عملکرد

 ف یتعر  tمرحله زمان مشخص    کیدر    طی در مح  هینقل   لی انتظار وسا

 :شود یم

WaitingTime(t) = ∑ ωv (t)
𝑁𝑡
v = 1                    (7) 

، که با مقدار دهد  ی را نشان م  ه ی نقل  لهیزمان انتظار وس  ωv (t)،  نجایا  در

از    هینقل  لهیوس  کیکه    یزمان ،  طی میکند  m/s   0.1با سرعت کمتر 

زمان    هینقل  لیتعداد کل وسا  tNشود.    یم  یریاندازه گ را در مرحله 

 دهد.  ینشان م tزمان  انیپا

زمان   نی، تابع پاداش به عنوان تفاوت بWaitingTime (t)اساس   بر

 : شده است فی عمل تعر کی یانتظار قبل و بعد از اجرا

rt = WaitingTime (t - 1) - WaitingTime (t)      )8(    

  عامل ،  ابد ی  شیافزا  tو    t − 1مرحله    نیکه کل زمان انتظار ب  یهنگام

منف به  به  کند.  یم  افتیدر  یپاداش  کنترل    یاستراتژ   یساز  نهیمنظور 

 به حداقل برسد.  دیبا  یمنف پاداش، جمع ییچراغ راهنما

 جه ینت 

ما  بخش  نیا  در پ،  برا  یشنهادیعملکرد روش  کنترل چراغ    یرا  کار 

  ی م  فیرا توص   یشیآزما  ماتی ابتدا تنظ   در .میکن   یم  یاب یارز  ییراهنما

 . میکن  یم لی و تحل  جهیو سپس نت   میکن

است    هیثان   5400شامل    اپیزود  کیشده است.    می تنظ   γ=0.5،  شیآزما  در

شده است.    می تنظ   3  برابربا  K  است.  قهیدق   30ساعت و    1که برابر با  

ترت قسمت  کیدر   به  ما  م  بی،   1500و    1000،    500  میکن  ی فرض 

م  هینقل   لهیوس عبور  طرف  چهار  چهارراه  سنار  یاز  که   ی وها یکنند 

 در  دهد.  یرا نشان مسنگین    کیو تراف   یعاد  کی، تراف سبک  کیتراف 

  شتر یبه دست آوردن اطلاعات ب  ی، برایساز  هی هر شب  یابتدا ، در  نجایا
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state   آموزش    یبراDRLبا اجتناب از سقوط رو در   DRL  کردی، 

  €،  زودیاپ  شیافزا  با  شود.  یم درنظر گرفتهبزرگ    €  مقدار،  یمحل نهی به

را به    €مقدار  ،  شود. به طور خلاصه   می تا حد ممکن کوچک تنظ   دیبا

 : میکن یم میتنظ صورت زیر

 €episode = 1- (episode/M)      (9)  

 یی ، روش کنترل چراغ راهنمای شنهادیعملکرد روش پ  یاب یمنظور ارز  به

 fixed-timeکنترل    گرید  کردیرا با دو روپیشنهادی    DRLبر    یمبتن

هر قسمت از   ستمیعملکرد س  .میکن  یم  سهیمقا  RLبر    یو کنترل مبتن

اندازه  ،  زمان انتظار  نیانگ یم  و  پاداش انباشته  یعنی،  شاخص  دو  ق یطر

انباشته " ،  طور خاص  به  .شود  یم  یریگ ها   "پاداش  پاداش  جمع  با 

انتظار  نیانگیم "شود.    یمحاسبه م برا   " زمان  انتظار    ی با متوسط زمان 

   .دیآ یبدست م هی نقل لی همه وسا

به حداکثر   ایدر تقاطع ها  کی تراف ییکارا شی، هدف افزاشاتیآزما در

انباشته پاداش  شکل    1  شکل  است.  ،رساندن  ترت  2و  پاداش    بی به 

بر   ی، مبتنثابت  کنترل زمان  یکردها یزمان انتظار رو  نیانگ یو م  تجمعی

RL  بر    یو مبتنDRL  ی نشان م  عادی  کیتراف   یویرا در مورد سنار  

 دهد. 

  RLبر    یکنترل مبتن  یروشها  ی ها ی، منحن هی اول  اپیزودهای، در  1شکل    از

  ل یاز دامنه ها به دل   یادینوسان ز  یدارا  پیشنهادی  DRLبر    یو مبتن

هستند. بالا  اکتشاف  منحنیبعد  ی هااپیزود   در  نرخ  روش    ی،  دو  هر 

  سه یمقا  در  است.  کیانباشته نسبتاً نزد  یاست و دامنه پاداش ها  داریپا

  ی و مبتن  RLبر    یکنترل مبتن  ی کردها یزمان ثابت، رو  یسنت  کردیبا رو

بالاتر  یمپیشنهادی    DRLبر   پاداش  کنند  یتوانند  نتکسب    جه ی، در 

بهتر  انتظار م  نیانگی م  دارند.  یعملکرد  بصر   یزمان   یتواند بصورت 

 را منعکس کند.  کردهایرو یر یگ  میتصم ییتوانا

چند  مین یب   یم  2شکل    از از  پس  نشانگر  یریادگیقسمت    نی که،   ،

کمتر    یبه طور قابل توجه  DRLو    RLبر    یکنترل مبتن  یکردهایرو

  تم یدهد که هر دو الگور  ینشان م  نیا  کنترل زمان ثابت است.  کردیاز رو

با موفق  یفعل   تی توانند وضع  یم  یتیتقو  یریادگی را  درک    تی تقاطع 

  ک ی تراف  انیجر  یی، کاراگنال یچراغ س   یتوانند با کنترل منطق  یکنند و م

افزا را  تقاطع  وسا  شیدر  انتظار  زمان  کاهش  باعث  و    ه ینقل   لی دهند 

 شوند.

  ی کنترل مبتن  کردیزمان انتظار رو  نیانگی و م  تجمعی، پاداش  نیبر ا  علاوه

 نیامر ا  نیا  لی دل  است.  RLبر    یکنترل مبتن  کردیبهتر از رو  DRLبر  

تواند    ی م  DRL، در  بهینه شده  ی ریادگ ی  تمیاست که با استفاده از الگور

  برعکس   ،کند   نییتع  یمدل ساز  یمناسب برا  یو پارامترها   ویژگی ها

RL    تع   معمولاً  ساختار مدلکه قبل  ساختار    رییتغ  شده است.  نییاز 

  ی م  ریتأث   یو دشوار است و بر دقت مدل ساز  دهی چیپ   اریمدل آن بس

 گذارد. 

 

 عادی : پاداش تجمعی در ترافیک 1شکل 

 

 عادی: میانگین زمان انتظار در ترافیک 2شکل 

 

 

 : میانگین زمان انتظار در ترافیک سبک3شکل 

 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
2-

17
 ]

 

                             8 / 11

https://ic4i-journal.ir/article-1-395-en.html


ف
ی 

لم
ه ع

نام
صل

- 
ل 

سا
ل، 

نتر
و ک

ی 
ده

مان
 فر

شی
وه

پژ
تم

هف
ره  

ما
 ش

،
، دو

ن 
ستا

تاب
14

02
 

 

 مقالـــــه

 
 

9 
 

 

 : میانگین زمان انتظار در ترافیک سنگین4شکل 

 

  DRLبر    ی مبتن  یشنهادیپ   یعملکرد روشها   شتریب  یاب یبه منظور ارز

سنار تراف   یوها یتحت  نتکیمختلف  ترافیک    یویسنار  یتجرب   جهی . 

خطوط    یشود که وقت  یم  دهید  نشان داده شده است.  3در شکل  سبک  

ب  یم  عامل،  اد هستند نسبتاً آز  به سرعت    ک یکه چگونه    اموزدیتواند 

 نیکاهش زمان انتظار خودرو تدو  یموثرتر برا   کی کنترل تراف  یاستراتژ 

در تقاطع نسبتاً    کیتراف   ایسنگین    کیتراف د  یوی، تحت سنارکند. برعکس 

 شود.  یرا شامل م  یتر   ئنشود و عوامل نامطم  یم  دهیچ یپ  طی، محغشلو

  ک ی تراف  یوی، تحت سنارنشان داده شده است   4که در شکل    یا   جهینت  از

  قیرا از طر  کی تراف  انیتواند جر  ی، روش کنترل زمان ثابت نمسنگین

 یاغلب رخ م  هی نقل  لهیوس  یکنترل کند و ازدحام جد   یتقاطع به خوب 

 دهد. 

مبتن  یکردها یرو  یبرا  ،  RLبر    یو مبتنپیشنهادی    DRLبر    یکنترل 

، اما هنوز کنند  یرا تجربه م  ی نوسانات  زین   یبعد   ی هااپیزوداگرچه در  

کاهش متوسط    یبرا   یعال  یر یگ  میتصم   یها  یتوانند استراتژ  یهم م

  2را تحقق بخشند. به طور خلاصه، از شکل    هینقل   لوسای  انتظار  زمان

پایان    می تواند به ترتیب در  DRLکنترل مبتنی بر    روش  ،4شکل    تا

ثانیه میانگین زمان انتظار را    15ثانیه و    8،  ثانیه  10سه حالت مختلف،  

 بدست آورد و بهترین عملکرد را داشته باشد. 

  نترنت یاز ا  یبانی پشت  ی برا  DRLبه نام    دیجد  ی، چارچوب مقاله  نیا  در

در   ق ی عم  یعصب  ی، شبکه هاطور خاص  به  شده است.  شنهادیپ  ایاش

های    یها  یمعمار با    یتی تقوالگوریتم    پیشنهادی   DRLموجود 

بر    علاوه  ، که ساختار آن ساده تر اما موثرتر است.شوند  یم  نیگزیجا

دقت به  DRL یبرا  انتخاب ویژگینمونه آموزش و   ی، آماده ساز نیا

است.  یطراح عنوان  سرانجام   شده  به  استفاده  کی،  روش  مورد   ،

 شود.  یاجرا م ییکنترل چراغ راهنما یویسنار یبرا DRL یشنهادیپ

  پیشنهادی   DRLبر    یکنترل مبتن  کردیدهد که رو  ینشان م  یتجرب   جینتا

م تنها  توانا  ینه  ساز   یها   ییتواند  تصم   یمدل  را    یریگ   میو  بالاتر 

  ز ین   DRLبر  یکنترل مبتن  یکردهایبا رو  سهی، بلکه در مقابدست آورد

استفاده   بدون  کند.  یم  دایدست پ   یکمتر   یمحاسبات  یدگیچ یبه زمان پ

  ی داده ها  حل مشکل   یبرا   یطولان   ییاز کمک انسان و زمان پاسخگو

 مناسب است.  اریبس  ایاش  نترنتیا  ی، برابزرگ
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