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 چکیده:
ر بدو تابع هدف یکی است.  ارائه شده چندهدفهسازی یک مسأله بهینه در قالببندی خودکار فازی، مسأله خوشه مقالهاین در 

و افزایش ها خوشه بهینهتعیین تعداد  که جهت ها در نظر گرفته شدهجدایی خوشه-پوشانیو دیگری براساس همها پایه اتصال خوشه

 ،ازی غیر خطیسبا توجه به اینکه مساله مورد نظر از نوع مسائل بهینهشوند. همزمان بهینه می بندی، این دو تابع بطورکیفیت خوشه

سازی چندهدفه مبتنی بر الگوریتم گرگ خاکستری پیشنهاد شده باشد، برای حل آن نیز یک روش بهینهمی چندهدفه و نامحدب

دی به های محلی، راهکارهای ابتکاری جدیسازی و جلوگیری از گیر افتادن الگوریتم در بهینهاست. به منظور تسریع در فرآیند بهینه

د ای از جوابهای بهینه پارتو خواهد ش، منجر به مجموعهبندیخوشه. نتیجه اعمال این الگوریتم بر مساله است الگوریتم اضافه شده

 حل بهینه موجود، از معیار ارزیابیدهنده ناحیه مصالحه بین توابع هدف است. برای انتخاب جواب نهایی از بین چندین راهکه نشان

DB های متعددی بر روی مجموعه داده مصنوعی و واقعی سازیگوریتم پیشنهادی، شبیهاستفاده شده است. برای بررسی عملکرد ال

 هینهبقادر به شناسایی تعداد دهند مدل پیشنهادی  انجام و نتایج با چند مقاله دیگر مقایسه گردیده است. نتایج آزمایشها نشان می

 است. پوشانو غیر هم پوشانهم هایها در انواع مجموعه دادهها و افراز مناسب دادهخوشه

 شاخص ارزیابی خوشه سازی چندهدفه،بندی خودکار فازی، الگوریتم گرگ خاکستری، بهینهخوشه واژگان کلیدی:
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 مقدمه .1

 با عناصر بندیگروه از است عبارت بندیخوشه

 یک در موجود عناصر که ایگونهبه مشابه، هایویژگی

 تفاوت ینبیشتر و هم به نسبت را شباهت بیشترین گروه،

 هدف. باشند داشته هاگروه دیگر در موجود عناصر با را

 ستههمب اطلاعات به مطمئن و سریع دستیابى بندى،خوشه

 خوشه هر .آنها است میان منطقى ارتباط شناسایى و

 غالبا و بوده خوشه معرف که است اینماینده دارای

 به هاداده شباهت میزان. باشدمی نیز خوشه مرکز بیانگر

 شباهت معیار بنام پارامتری توسط عموما خوشه، مرکز

 داکثراصل ح معیار شباهت غالبا بر اساس. گرددمی تعیین

 کردن حداقل حال عین در و هاخوشه بین جدایی کردن

 .]1[شود تعیین می هاخوشه داخل پراکندگی

تواند به دو صورت انجام شود: بندی میخوشه

ندی بدر خوشهبندی فازی. بندی غیرفازی و خوشهخوشه

گیرد تنها به یک خوشه تعلق می داده هرغیرفازی 

تواند به چند می دادههر بندی فازی خوشه درحالیکه در

 بین صفر و یک تعلق داشته باشد خوشه با درجه عضویت

حالت خاصی از را غیرفازی بندی توان خوشه. می]2[

بندی فازی دانست که میزان تعلق هر داده به خوشه

ها ای که عضو آن است یک، و به مابقی خوشهخوشه

، بندیکی از انواع پیچیده مسائل خوشهیصفر است. 

 بودهها نیز نامعلوم شود که تعداد خوشهزمانی طرح می

موظف به پیدا کردن تعداد بندی و الگوریتم خوشه

بندی خودکار خوشهها باشد. این مسأله اصطلاحا خوشه

 .]3[شود نامیده می

برای ی متعددی هاهر چند در سالهای اخیر، الگوریتم

؛ ارائه شده استهای پیچیده و حجیم بندی دادهخوشه

ایست بها میتعداد خوشهبیشتر این الگوریتمها، در ولی 

ینه تواند تعداد بهنمیمعلوم بوده و خود الگوریتم از قبل 

این درحالیست که برای بسیاری ها را بدست آورد. خوشه

و حتی  معلوم نبودهها تعداد خوشه های واقعی،از داده

از  .]4[ را نیز مشخص کرد آنهاتقریبی از تعداد وان تنمی

بندی در حالت کلی و مسأله حل مسأله خوشهرو، این

تواند بندی خودکار به صورت خاص، بعضا میخوشه

 بندی باشد. یکیهای رایج خوشهخارج از توان الگوریتم

برای این موضوع، تبدیل مسأله راهکارهای پیشنهادی از 

ده سازی و حل آن با استفابندی به یک مسأله بهینهخوشه

های الگوریتمسازی هوشمند است. های بهینهاز الگوریتم

هوشمند مورد استفاده در حل مسائل سازی بهینه

 های تک هدفه وبندی، به دو دسته کلی الگوریتمخوشه

های از جمله الگوریتمشوند. بندی میهدفه تقسیمچند

تک هدفه مورد استفاده در حل مساله سازی بهینه

، [5الگوریتم ژنتیک ] بهتوان می خودکار، بندیخوشه

، [7]، الگوریتم ازدحام ذرات [6]الگوریتم تبرید فلزات 

و الگوریتم رقابت  [8]الگوریتم تکامل تفاضلی 

 اشاره کرد.  [9]استعماری 

یک از معیارهای ارزیابی هیچ با توجه به اینکه 

برای همه نوع از  تنهاییبهتوانند نمی بندیخوشه

اهمیت نسبی کنند، از طرفی ها خوب عمل مجموعه داده

معمولا ناشناخته ی بندخوشهی مختلف ارزیاب یمعیارها

 قادر تنهایی،به بندیخوشه معیار یک سازیبهینه بوده و

مجموعه  در موجود پوشانهم هایخوشه شناسایی به

 سازی تکهای بهینهبنابراین الگوریتم نیست، هاداده

 های با ابعاد بالابندی دادهتوانند در مورد خوشههدفه نمی

های با ساختار پیچیده، کارآیی مناسبی داشته و یا داده

رو در سالهای اخیر استفاده از . از این]11[باشند 

سازی چندهدفه در حل مسائل های بهینهالگوریتم

ای مورد توجه قرار گرفته است. ندهکاوی بطور فزایداده

گیری از سعی نموده با بهره ]11[بطور نمونه، مرجع 
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 مقالـــــه

 3 

 معیار ود لحاظ کردنبا زات چندهدفه و لالگوریتم تبرید ف

بندی خودکار ارزیابی به صورت همزمان، عمل خوشه

را انجام دهد. مقایسه نتایج حاصل از الگوریتم ها داده

 داده مجموعه 6 و مصنوعیداده  مجموعه 8فوق بر روی 

دهند الگوریتم مذکور توانسته است نشان می واقعی،

درصد موارد در تعیین تعداد صحیح 71بطور میانگین در 

 ها موفق عمل نماید.خوشه

الگوریتم  برمبتنی بندیخوشه روش یک [12]در 

 که شده است پیشنهاد (NSGA-II) ژنتیک چندهدفه

عنوان توابع به را FCM و XB شاخص دوزمان هم طوربه

 هارچ کارایی الگوریتم فوق، با .کندمی سازیهدف، بهینه

 13 و مصنوعی داده مجموعه 3 و با بندیخوشه الگوریتم

. داده شده است قرار مقایسه مورد واقعی داده مجموعه

در اکثر آزمایشها  الگوریتم مذکور دهندمی نشان نتایج

ر چهار الگوریتم دیگ به نسبت بهتری بندیخوشه دقت

 دارد.

نوع الگوریتم تکامل تفاضلی  دو کارایی ،[13]مرجع 

 مسئله روی را بر ،DEMO و MODE یعنی چندهدفه

قایسه دیگر مبررسی و با چند الگوریتم  فازی بندیخوشه

 داده مجموعه 6 براساس ها،آزمایش نتایج .نموده است

 هایپیچیدگی با واقعی داده مجموعه 4 و مصنوعی

توانسته است  DEMOالگوریتم  دهندمی نشان مختلف،

های در بیشتر آزمایشها نتایج بهتری نسبت به الگوریتم

MODE، MOCK و NSGA-II .داشته باشد 

 FCM و XB استفاده از دو شاخصبا  نیز [14] مرجع

گیری از نسخه اصلاح شده الگوریتم تکامل و بهره

به حل مساله  AFCMDEتفاضلی چندهدفه بنام 

 بندی اینخوشه نتایج. بندی فازی پرداخته استخوشه

با و مقایسه  IRISهای بر روی داده الگوریتم

 نشان MoDEAFC و FCM ،ACDE هایالگوریتم

ن طور میانگیبتم مذکور توانسته است دهند الگوریمی

 بندی را افزایش دهد.درصد دقت خوشه16حدود 

تلاش کرده است با الهام گرفتن از دو  ]15[مرجع 

الگوریتم تکامل تفاضلی و ژنتیک، الگوریتم جدید 

ارائه نماید. سپس به کمک این  GADEای بنام چندهدفه

به عنوان  SIو  ARIالگوریتم و استفاده از دو شاخص 

بندی پرداخته شاخصهای ارزیابی، به حل مساله خوشه

مجموعه  GADE، 6 کارایی الگوریتم ارزیابی برایاست. 

مورد آزمایش  واقعی داده مجموعه 4 و مصنوعی داده

-NSGA و MOCK هایقرار گرفته و نتایج با الگوریتم

II دهند الگوریتم نتایج نشان می. شده است مقایسه

درصد نسبت به 13وع موانسته است در مجپیشنهادی ت

-NSGAدرصد نسبت به الگوریتم 9و  MOCKالگوریتم 

II با  ]16[در مرجع  بندی را افزایش دهد.دقت خوشه

م سازی انتخاب کلونال و الگوریتتلفیق الگوریتم بهینه

سازی چندهدفه جدیدی ازدحام ذرات، الگوریتم بهینه

ای حل مساله پیشنهاد و از آن بر MOIMPSOبنام 

بندی خودکار استفاده شده است. مقایسه نتایج خوشه

 و MOCKحاصل از این الگوریتم با دو الگوریتم 

MOCLONAL هایی دهند برای مجموعه دادهنشان می

پوشانی زیادی هستند، الگوریتم پیشنهادی که دارای هم

توانسته است دقت بهتری نسبت به دو الگوریتم دیگر 

های با هرچند که در مورد مجموعه دادهداشته باشد، 

پوشانی کم، کارایی این الگوریتم در برخی موارد هم

 تر است. در مرجعنسبت به دو الگوریتم دیگر ضعیف

بندی خودکار از ترکیب نیز برای حل مساله خوشه ]17[

دو الگوریتم تبرید فلزات و ازدحام ذرات استفاده شده 

( بطور MOPSOSAنام است. الگوریتم پیشنهادی )با 

، DBهمزمان سه معیار ارزیابی خوشه با اسامی شاخص 

را مورد استفاده قرار  Connو شاخص  Symشاخص 
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مجموعه داده  14الگوریتم مذکور بر روی  داده است.

 پیاده سازی و نتایج با واقعی داده مجموعه 5 و مصنوعی

خودکار دیگر شامل  بندیخوشه الگوریتم چهار

GenClustMOO ،GenClustPESA2،MOCK ، 

VGAPS ها حاکی از آزمایش مقایسه شده است. نتایج

توانسته است در  MOPSOSAآن است که الگوریتم 

بیشتر آزمایشها دقت بهتری نسبت به چهار الگوریتم 

  دیگر داشته باشد.

تنی بندی مبهای خوشهدر حالت کلی کارایی الگوریتم

 اثر از دو فاکتور زیرسازی هوشمند، متبر روشهای بهینه

 است:

 .سازی مورد استفادهالگوریتم بهینه -1

 و توابع هدف. های ارزیابیشاخص -2

ر بایست علاوه بسازی مورد استفاده میالگوریتم بهینه

داشتن سرعت همگرایی مناسب، از گیرافتادن الگوریتم 

های ارزیابی های محلی جلوگیری کند. شاخصدر بهینه

 بندی زیر رادو وجه خوشه بایستنیز می و توابع هدف

 د: نمدنظر قرار ده

. الگوهای موجود در یک خوشه باید تا حد امکان به 1

 یکدیگر شبیه باشند.

 ها باید تا حد امکان از هم فاصله داشته باشند. . خوشه2

 بندیهدف این مقاله، ارائه یک روش کارا جهت خوشه

و غیرهمپوشان است.  پوشانهای همداده خودکار فازی

زی سابرای دستیابی به این هدف، از الگوریتم بهینه

ور به منظ چندهدفه گرگ خاکستری استفاده شده است.

سازی و جلوگیری از گیر افتادن تسریع در فرآیند بهینه

های محلی، راهکارهای ابتکاری الگوریتم در بهینه

 یکارائه با اند. جدیدی نیز به الگوریتم اضافه شده

های با طول ثابت و استفاده از کروموزمساختار مناسب 

از معیارهای مناسب ارزیابی خوشه، همزمان با 

ها نیز ، تعداد بهینه خوشههابندی بهینه دادهخوشه

م برای اینکه الگوریت .شوندبصورت خودکار تعیین می

های همپوشان هم پیشنهادی قادر به حل مجموعه داده

هدف فازی استفاده شده است. جهت  باشد، از یک تابع

ی بنداعتبارسنجی الگوریتم، نتایج حاصل از خوشه

 5مجموعه داده استاندارد )شامل  11خودکار بر روی 

واقعی(  مجموعه داده 5مصنوعی و  مجموعه داده

اند. آزمایش و نتایج مورد تجزیه و تحلیل قرار داده شده

 ساختار مقاله بصورت زیر است.

بندی فازی و بیان ریاضی مساله خوشه 2در بخش 

 توابع هدف مورد استفاده بصورت مختصر ارائه خواهد.

سازی گرگ خاکستری تک بهینه، الگوریتم 3در بخش 

ساختار روش ، 4شود. در بخش داده می هدفه توضیح

های مختلف آن با جزئیات پیشنهادی معرفی شده و بخش

ادی بر روی روش پیشنه، 5در بخش  ارائه خواهد شد.

پیاده سازی شده و نتایج مورد  استانداردمجموعه داده  11

نیز  7و  6بخش تجزیه و تحلیل قرار خواهند گرفت. 

 یندهو پیشنهاداتی جهت کارهای آ گیرینتیجهترتیب به به

 اختصاص دارد.

 

 FCMبندی . الگوریتم خوشه2

 نام باکه  C-Means بندی فازیالگوریتم خوشه

FCM معادل فازی الگوریتم  درواقع شود،نیز شناخته می

همانطور که قبلا است.  K-means بندی غیرفازیخوشه

تنها به یک  داده هر K-meansروش در نیز اشاره شد، 

 دادههر  FCM  گیرد درحالیکه درخوشه تعلق می

بین صفر و یک  تواند به چند خوشه با درجه عضویتمی

های این روش، جزء روش .[12] تعلق داشته باشد

گردد؛ بدین معنی که در این بندی نرم محسوب میخوشه

 چندینتواند با یک درجه عضویت، به روش هر داده می
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تابع هدف زیر  FCMخوشه تعلق داشته باشد. الگوریتم 

 .[18]کند را بهینه می

(1)  

𝐉𝒎 = ∑ ∑ 𝒖𝒊𝒌
𝒎𝒅𝒊𝒌

𝟐

𝒏

𝒌=𝟏

𝒄

𝒊=𝟏

=∑∑ 𝒖𝒊𝒌
𝒎

𝒏

𝒌=𝟏

𝒄

𝒊=𝟏

‖𝒙𝒌

− 𝒗𝒊‖
𝟐 

تر از یک یک عدد حقیقی بزرگ 𝒎در رابطه فوق، 

مقدار آن دو در نظر گرفته  هاپژوهشاست که در اکثر 

𝒅𝒊𝒌شود. می
بعدی  𝒏 معیار شباهت در فضای بیانگر 𝟐

بیانگر نماینده یا مرکز  𝒗𝒊ام و 𝒌بیانگر داده   𝒙𝒌است.

ام در خوشه iمیزان تعلق داده  𝒖𝒊𝒌باشد. ام میiخوشه 

kمیزان تشابه )فاصله(  ‖∗‖دهد. علامت ام را نشان می

توان از هر تابعی که داده با مرکز خوشه است که می

بیانگر تشابه داده و مرکز خوشه باشد استفاده کرد. پارامتر 

𝑪 داده ها است. میزان تعلق د خوشهنیز بیانگر تعدا𝒙𝒌 

شود طبق رابطه زیر محاسبه می، 𝒖𝒊𝒌امین خوشه،  𝒊به

[18]: 
 

(2)  
𝑢𝑖𝑘 =

1

∑ (
𝑑𝑖𝑘
𝑑𝑗𝑘

)
2

(𝑚−1)𝐶
𝑗=1

,    1 ≤ 𝑘 ≤

𝑀 ,    1 ≤ 𝑖 ≤ 𝐶  
ها نیز از همچنین ماتریس مربوط به مراکز خوشه

 .[19]رابطه زیر قابل محاسبه است 

(3)  𝑣𝑖 =
∑ (𝑢𝑖𝑘)

𝑚𝑥𝑘
𝑀
𝑘=1

∑ (𝑢𝑖𝑘)
𝑚𝑀

𝑘=1

 ,   1 ≤ 𝑖 ≤ 𝐶 

 

ترین معیارهای شباهت مورد استفاده در حل مهم

بندی، معیار فاصله است. از پرکاربردترین مسائل خوشه

توان به معیار فاصله اقلیدسی و معیارهای فاصله نیز می

بندی مینکوفسکی اشاره کرد. با توجه به اینکه در خوشه

های با ابعاد بالا، غالبا معیار فاصله اقلیدسی مجموعه داده

ایی بهتری نسبت به معیار فاصله مینکوفسکی دارد کار

، در این مقاله از معیار فاصله اقلیدسی استفاده شده [19]

 است. 

ی مورد بندکه در حل مسائل خوشه بیشتر توابع هدفی

اخص ش طور معمول مبتنی بر دوبه گیرند،استفاده قرار می

 معیار فشردگی، به پراکندگی .فشردگی و جدایی هستند

ها و های درون یک خوشه یا بین دادهبین داده

 معیارها اشاره دارد که بایستی کمینه گردد. سرخوشه

های مختلف را بیان جدایی، دور بودن فاصله بین خوشه

. [19]ردد گ کند که برخلاف فشردگی بایستی بیشینهمی

اگر تنها معیار فشردگی مورد استفاده قرار گیرد در 

تواند به صورت یک خوشه در نظر صورت هر داده میآن

ای تر از خوشهای فشردهگرفته شود. چرا که هیچ خوشه

باشد. اگر تنها معیار جدایی در نظر گرفته با یک داده نمی

بندی این است که کل صورت بهترین خوشهآنشود در 

 را یک خوشه بگیریم. ها داده

بندی که مبتنی بر شاخص اکثر معیارهای خوشه

جدایی و یا فشردگی هستند، منحصرا از اطلاعات مراکز 

کنند. استفاده از اطلاعات مراکز به تنهایی، فقط استفاده می

. در [19]کند ها را مشخص میساختار هندسی خوشه

بندی مبتنی بر ساختار های خوشهاغلب موارد، الگوریتم

های همپوشان ها، قادر به تفکیک خوشههندسی خوشه

 رو نیاز به مکانیزمی است که بتوان بر اساسنیستند. از این

آن و بدون داشتن دانش قبلی، علاوه بر تعیین تعداد بهینه 

 نیز انجام داد.  ها رابندی مناسب دادهها، خوشهخوشه

بندی خودکار از در این مقاله برای حل مساله خوشه

جدایی استفاده شده -دو شاخص فشردگی و همپوشانی

 ،تابع هدف اول که بر اساس معیار فشردگی استاست. 

است. دومین  (1تابع هدف ارائه شده در رابطه ) همان

 تقابلی است که جدایی پوشانی وهم تابع هدف نیز، معیار

دارای  شاخص این. را دارد پوشانیهم مشکل با واجههم
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با  که پوشانی استهم معیار اول، بخش است: بخش دو

ای را بین خوشهپوشانی استفاده از درجات فازی، هم

, 21] شود( تعریف می4کند و توسط رابطه )محاسبه می

21]: 
 

(4)  𝑂⊥(𝑢𝑘(𝑥𝑘), 𝐶) = ⏊𝑙=2,𝐶
1 (⏊𝑖=1,𝐶

1 𝑢𝑘) 
 

𝐮𝐤(𝐱𝐤)دارای بردار عضویت  𝒙𝒌در ابطه فوق  =

(𝐮𝟏𝐤, … , 𝐮𝐜𝐤) بیانگر  ⏊همچنین عملگر  باشد.میt-

norm  فازی است که در این پژوهش از عملگرmin  به

𝐚⏊𝐛 جای آن استفاده شده است، یعنی: = 𝐦𝐢𝐧 (𝐚, 𝐛) .

برای بخش دوم که همان شاخص جدایی است، از 

. در این مقاله [21]شود فازی استفاده می s-normعملگر 

فازی استفاده شده  s-normبه عنوان  ،maxاز عملگر 

دومین تابع هدف که بیانگر معیار  در نهایتاست. 

از تقسیم ، است الگو M بین( OSجدایی )-همپوشانی

شود که شاخص اول بر شاخص دوم محاسبه می

 :[21]قابل تعریف است صورت زیر تعریف به

 

(5)  OS =
1

M
∑

O⊥(uk(xk), C)

max
i=1,C

uik

M

k=1

 

 

جزئیات بیشتری از تابع هدف دوم و اثبات ریاضی 

 آورده شده است. [21, 21]آن در مراجع 

 سازی گرگ خاکستری. الگوریتم بهینه3
در قالب یک  بندی فازیخوشاااهمسااااله در بخش قبل 

 انتخاب .بندی شااددو هدفه، فرمول سااازیمساااله بهینه

ساااازی مناساااب برای حل مسااااله یک الگوریتم بهینه

بندی سزایی بر نتایج خوشهبندی خودکار تاثیر بهخوشه

خواهد داشااات. برای نیل به این هدف، در این مقاله از 

سازی گرگ خاکستری استفاده شده است. الگوریتم بهینه

بندی خودکار فازی از نوع ا توجه به اینکه مساله خوشهب

سائل بهینه ست م سازی چندهدفه غیرخطی و نامحدب ا

شه، [19] ساختار الگوریتم برای افزایش دقت خو بندی، 

ستفاده از آن گونهبه ست که امکان ا شده ا ای تغییر داده 

سائل بهینه شته برای حل م سازی چندهدفه نیز وجود دا

ند علاوه بر باشااااد.  به منظور تساااریع در فرآی این 

سااازی و جلوگیری از گیرافتادن الگوریتم در بهینه بهینه

به الگوریتم  های محلی، راهکارهای ابتکاری جدیدی 

اند. در ادامه ساختار این الگوریتم به اختصار اضافه شده

 توضیح داده شده است.

ر ب 2114لگوریتاام گرگ خاکسااتری در سااال ا

. [22] شده استرگهای خاکسااتری ارائهمبنای زندگی گ

کنند و رهبر گروهی زندگی می صورتاین حیوانات به

هایاای گیااری در زمینهل تصمیمووگروه، آلفا مساا

گونه اساات. روش شکار این آنزمان و  حمله همچون

رد سااازی مودر این الگوریتم برای بهینهکه از حیوانات 

 زیر است:سه مرحله است، شامل الهام قرارگرفته 

 ، تعقیب و نزدیک شاادن به شکار: ردگیری1

محاصره کردن شکار تا زمانی که  و دنبال کردن: 2

 .ز حرکت باز ایستدشکار ا

 طرف شکاربهکردن حمله : 3

سااااااااااازی رفتار اجتماعی گرگها، یک منظور مدلبه

اال حو بهترین راه ،حلها تولیدجمعیت تصادفاای از راه

سومین راه(α)آلفا بنام  رتیب تحل بهتر، نیز به، دومین و 

تا  تا  (β)ب یده می (δ)و دل ند. همچنین ساااایر نام شاااو

 در نظر (ω)گرگهای دساااته امگا  عنوانبهنیز  هاحلراه

اه شوند. گرفته می ا اتری از س ا الگوریتم گرگ خاکس

( سااااااازیبهینه)جهت هدایت شکار δو   α ،βجواب 

سااااااااتفاده می سه پیروی  ωکند و جوابهای ا از این 

اه کنند. بهمی ا اازی س ا ، ابتدا نقاط بعدیمنظور مدلس
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اخص، سپس به سمت طعمه ا حرکت  اطراف طعمه مش

شود. برای مشخص کردن و درنهایت به طعمه حمله می

 .[22]شود زیر استفاده می نقاط اطراف طعمه از روابط
 

(6)  
𝐷⃗⃗ = |𝐶 . 𝑋𝑝

⃗⃗ ⃗⃗  (𝑡) − 𝑋 (𝑡)|  
𝑋 (𝑡 + 1) = 𝑋𝑝

⃗⃗ ⃗⃗  (𝑡) − 𝐴 . 𝐷⃗⃗  
 

  𝑪⃗⃗و   𝑨⃗⃗بیانگر تکرار فعلی الگوریتم،  tکه در آن 

𝑿𝒑بردارهای ضریب، 
⃗⃗⃗⃗ بیانگر   𝑿⃗⃗بردار موقعیت طعمه و ⃗ 

و   𝑨⃗⃗باشد. بردارهای بردار موقعیت گرگ خاکستری می

𝑪⃗⃗  [22]آیند نیز از رابطه زیر بدست می: 

 

(7)  𝐴 = 2𝑎 . 𝑟1⃗⃗⃗  − 𝑎  
𝐶 = 2. 𝑟2⃗⃗  ⃗ 

 

های تصادفی در بازه بردار  𝒓𝟐⃗⃗⃗⃗و   𝒓𝟏⃗⃗⃗⃗در رابطه فوق، 

نیز در طی فرایند اجرای   𝒂⃗⃗ هستند. پارامتر [1و1]

با توجه به اینکه در  یابد.تا صفر کاهش می 2الگوریتم از 

ای در مورد موقعیت فضای جسااتجوی اولیه ایده

 δو α،  βگرگهای شود شااکار وجود ندارد، فرض می

ترتیب سه تا از بهترین جوابهایی هستند که تاکنون به

نامیده  ω جوابها )که گرگهای. سایر اندبدست آمده

بایست موقعیت خود را جهت همگرایی به شوند( میمی

 .[22]سمت جواب بهینه، مطابق روابط زیر تغییر دهند 

(8)  

𝐷𝛼
⃗⃗⃗⃗  ⃗ = |𝐶1

⃗⃗⃗⃗ . 𝑋𝛼
⃗⃗ ⃗⃗  − 𝑋 | 

𝐷𝛽
⃗⃗⃗⃗  ⃗ = |𝐶2

⃗⃗⃗⃗ . 𝑋𝛽
⃗⃗ ⃗⃗  − 𝑋 | 

𝐷𝛿
⃗⃗⃗⃗  ⃗ = |𝐶3

⃗⃗⃗⃗ . 𝑋𝛿
⃗⃗ ⃗⃗  − 𝑋 | 

𝑋1
⃗⃗⃗⃗ = 𝑋𝛼

⃗⃗ ⃗⃗  − 𝐴1
⃗⃗ ⃗⃗ . (𝐷𝛼

⃗⃗⃗⃗  ⃗)  
𝑋2
⃗⃗⃗⃗ = 𝑋𝛽

⃗⃗ ⃗⃗  − 𝐴2
⃗⃗ ⃗⃗  . (𝐷𝛽

⃗⃗⃗⃗  ⃗)   
𝑋3
⃗⃗⃗⃗ = 𝑋𝛿

⃗⃗ ⃗⃗  − 𝐴3
⃗⃗ ⃗⃗  . (𝐷𝛿

⃗⃗⃗⃗  ⃗)   

𝑋 
⃗⃗⃗   (𝑡 + 1) =

𝑋1
⃗⃗⃗⃗ + 𝑋2

⃗⃗⃗⃗ + 𝑋3
⃗⃗⃗⃗ 

3
 

 

اکار را  ا اد گرگها زمانی که ش ا اور که گفته ش ا همانط

ر منظوبهکنند. طرف آن حملااه میمتوقااف کردنااد به

  𝑎 مقدار طعمه، به شاادن نزدیک ریاضاای سااازیمدل

 محدوده که داشاات باید توجه. شااودمی کاهش داده

 دیگر،عبارتبه. خواهد یافت کاهش 𝑎 با نیز 𝐴 تغییرات

𝐴 بازه در تصادفی مقدار یک [-2𝑎, 2𝑎 ]که در آن است 

𝑎  حل در 1 تا 2 از   کاهش تکرار الگوریتم، طی مرا

 ،[1 ,1-]بازه  در A تصاااادفی مقادیر به ازای .یابدمی

مکانی  هر در تواندمی ،جسااتجو عامل بعدی موقعیت

در  .باشاااد طعمه موقعیت و عامل فعلی موقعیت بین

ه با توجه ب گرگها موقعیت الگوریتم گرگ خاکساااتری،

شاااود. ممکن می موقعیت آلفا، بتا و دلتا بروز رساااانی

ات  ا  برای پیداکردن شکار از بعضا لازم باشد گرگهااس

اوند و همیشه نزدیک شدن اتفاق نمیهم دور  ا افتد. ش

مدلساااازی چنین پدیدهای، از مقدار تصاااادفی  برای

شود. اسااااااتفاده می 𝐴برای  -1یا کمتر از  1بزرگتر از 

|𝐴|دهد که اگر می نشان( 1شکل ) > شد گرگها از با 1

به ازای ندشاااوشاااکار دور می که  |𝐴|، درحالی < 1 ، 

 شاااوند.میها وادار به حمله به سااامت شاااکار گرگ

( 2)الگوریتم گرگ خاکسااااااتری در شکل  فلوچارت

 .شده است نشان داده
 

 [22]( جستجو برای شکار b( حمله به شکار، )a) .1شکل 

 

 
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                             7 / 25

https://ic4i-journal.ir/article-1-63-en.html


مة
لنا

ص
ف

 
ی 

لم
ع

- 
ی

هش
ژو

پ
 

ی
ده

مان
فر

 و 
ل،

تر
کن

 
ال

س
 

م،
دو

 
رة

ما
ش

 1، 
هار

ب
 

13
17

 

 

 .........ها با استفاده ازبندی خودکار فازی دادهخوشه ا

 8 

سازی این الگوریتم بر روی چند ، پیاده[22]طبق مرجع 

تابع ریاضی استاندارد، حاکی از آن است که الگوریتم 

مذکور قادر است در مورد اکثر توابع ریاضی، جواب 

ازی سهای بهینهری در مقایسه با سایر روشنسبتا بهت

، عدم [24]داشته باشد. اما طبق نتایج ارائه شده در مرجع 

وجود پارامتر کنترلی در این الگوریتم، باعث خواهد شد 

سازی نامحدب و یا مسائلی که دارای در مسائل بهینه

ابعاد و پیچیدگی بالایی هستند، الگوریتم دچار همگرایی 

 ترین عاملیمهمزودرس شده و در بهینه محلی گیر کند. 

 سازی هوشمند راکه کارایی و دقت یک الگوریتم بهینه

مصالحه بین ایجاد کند، کنترل می

  (Exploitation)استخراجو   (Exploration)اکتشاف

یتم این امکان را مفهوم اکتشاف به الگور. [23] ستا

بتواند جهت دستیابی به پاسخهای جدید،  دهد کهمی

فضای جواب مساله را با بالاترین راندمان و بدون 

جستجو نماید. به عبارت های محلی گیرافتادن در بهینه

 ردمعنای توانایی الگوریتم دیگر مفهوم اکتشاف به 

جواب، جهت یافتن جستجوی مناطق مختلف فضای 

جدید است. در حالیکه مفهوم استخراج باعث پاسخهای 

الگوریتم بتواند مکانهای بهینه را بصورت محلی شود می

و متمرکز برای یافتن بهترین جواب، جستجو نماید. به 

قابلیت متمرکز کردن عبارت دیگر، استخراج به معنی 

جستجو در محدوده مطلوب است تا جواب مورد نظر 

رسیدن به جواب بهینه بنابراین برای موشکافی شود. 

ای بین دو مفهوم اکتشاف و مصالحهبایست سراسری، می

 استخراج صورت پذیرد.

سازی هوشمند، ایجاد مصالحه بین در یک الگوریتم بهینه

اکتشاف و استخراج توسط پارامترهای کنترلی الگوریتم 

پذیرد. هر چند زیاد بودن تعداد پارامترهای صورت می

ی سازی لزوما به معنای کارایبهینه کنترلی یک الگوریتم

بهتر آن نیست و غالبا هر چه تعداد پارامترها کمتر باشد، 

امکان تنظیم پارامترها جهت افزایش سرعت همگرایی و 

جلوگیری از گیر افتادن در بهینه محلی بیشتر است، اما 

سازی گرگ خاکستری فاقد هرگونه پارامتر الگوریتم بهینه

پارامتری که در این الگوریتم طی کنترلی است. تنها 

است که مقدار  𝑎کند پارامتر سازی تغییر میفرایند بهینه

سازی بصورت نزولی از دو آن برای تمامی مسائل بهینه

بر کارایی الگوریتم،  𝑎تاثیر مقدار  یابد.تا صفر کاهش می

همانند تاثیر پارامتر دما در الگوریتم تبرید فلزات است 

رو در این مقاله برای ایجاد تعادل بین . از این[24]

خاصیت اکتشاف و استخراج و جلوگیری از گیر افتادن 

الگوریتم در بهینه محلی، از رابطه زیر برای محاسبه 

 استفاده شده است. 𝑎پارامتر 
 

(9) 𝑎(𝑡) = (𝑎𝑚𝑎𝑥 − (𝑎𝑚𝑎𝑥

− 𝑎𝑚𝑖𝑛)
𝑡

𝑀𝑎𝑥𝑔𝑒𝑛
) 

 

حداکثر تعداد تکرار الگوریتم،  𝑀𝑎𝑥𝑔𝑒𝑛در رابطه فوق، 

𝑎𝑚𝑎𝑥 و 𝑎𝑚𝑖𝑛 نیز بیانگر محدوده تغییرات 𝑎  ست که ا

که در بخش ندی  با فرای طابق  ها م قادیر آن عدی م های ب

شد، تعیین می شاهده  شود.ارائه خواهد  همانطور که م

از یک  𝑎شااود همانند الگوریتم تبرید فلزات، پارامتر می

شروع و در  شخص  سبت مقدار م هر مرحله مقدار آن ن

به عبارت دیگر به مرحله قبل کمتر می تدا شاااود.  ا باب

نه بهیاجازه فرار از  بالایی به هر عضو از جمعیت،انرژی 

نیز جسااتجو، انرژی فرایند  طی شااود ومحلی داده می

سااامت راه حل به  الگوریتمو در نهایت  کاهش یافته

 بهینه سراسری همگرا خواهد شد.
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 [22]فلوچارت الگوریتم گرگ خاکستری  .2شکل 

 ورش

و  تير   ا یاهرتماراپ هی وا یهدراد م
a, A, C یاهرادرب

t=1

یفداصت  ر صب هی وا تی م  دی  ت

  یا عا یمامت  ده  بات هبسا م
هی وا تی م 

 تی م  یا عا  يرتهب زا ات هس  ا تنا
(Xα, Xβ, Xδ)

t < itermax

 ا    يرتهب نا نع هب  Xα  ا تنا

 ورش

ریخ

تی م  یا عا یناسر زور هب

 تير   ا یاهرتماراپ یناسر زور هب
(a, A, C یاهرادرب )

ديد  یا عا یمامت  ده  بات هبسا م

یفداصت  ر صب هی وا تی م  دی  ت

یفداصت  ر صب هی وا تی م  دی  ت
 تی م  یا عا  يرتهب زا ات هس  ا تنا

(Xα, Xβ, Xδ)

t=t+1

هلب

 
 

 

 . ساختار روش پیشنهادی4
بندی فازی خوشه( فلوچارت الگوریتم 3شکل )

سازی گرگ خاکستری چندهدفه مبتنی بر روش بهینه

(FCM-MOGWOرا نشان می ) دهد. در ادامه بخشهای

. پس از آن به مختلف این فلوچارت تشریح خواهد شد

عنوان هسته اصلی به FCM-MOGWOالگوریتم معرفی 

 . شودروش پیشنهادی پرداخته می
 

 ورودی هایبندی داده. ت سی 1-0

با های ورودی روند کار به این صورت است که داده

صورت تصادفی به دو به، Hold Outاستفاده از روش 

بندی های آزمایش تقسیمهای آموزش و دادهبخش داده

ها درصد کل داده11های آموزش که شوند. دادهمی

درصد 91هستند دارای برچسب کلاس بوده درحالیکه 

فاقد برچسب کلاس هستند.  های آزمایش(باقیمانده )داده

-FCMعنوان ورودی به الگوریتم آموزش به هایداده

MOGWO ازی نیبندی پیش. این تقسیمشونداعمال می

که در  استنظارتی برای انجام روش یادگیری نیمه

 گردد.مراحل پایانی تشریح می
 

 حل. روش کدگذاری راه2-0

های متبندی با استفاده از الگوریدر حل مساله خوشه

های مختلفی جهت کدگذاری سازی هوشمند، روشبهینه

ماهیت مسئله و الگوریتمی که  تناسببهوجود دارد که 

خاب ترین روش انتشود، بایستی مناسبکار گرفته میبه

در این مقاله با توجه به پیوسته بودن فضای گردد. 

ی هابر مراکز با داده، از روش کدگذاری مبتنی جستجو

که همچنین، از آنجاییاستفاده شده است. اعشاری 

از طریق  غالباها تشخیص تعداد مناسب خوشه

گیرد و الگوریتم گرگ های با طول متغیر انجام میحلراه

کند، هایی با طول ثابت کار میحلخاکستری فقط با راه

روش رمزگذاری مورد استفاده نیز روش اعشاری با طول 
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 هایحلراه ن روش، تمامثابت انتخاب شده است. در ای

 maxK شدهیینتع پیش از بندی، دارای تعدادخوشه

 جمعیت اعضای اندازه تمام رو،ین. ازاسرخوشه هستند

 maxD × Kاندازه بهو یکسان  سازیبهینه فرآیند طول در

بیانگر ابعاد یا تعداد ویژگیهای مجموعه  Dخواهد بود که 

 هاسرخوشه کدام کهاین تعیین برای داده است. همچنین،

 شرکت الگوریتم تکرار هر در بندیخوشه فرایند در

 سازیفعال آستانه یا پوشش بردار یک معمولاً از دارند،

که مقدار آستانه به ازای یک یدرصورت .شودیم استفاده

در  فعال و متناظربیشتر بود، سرخوشه  5/1سرخوشه از 

 یک (4) شکل یر این صورت غیرفعال خواهد بود.غ

 که دهدمی را نشان 5maxK= با ثابت و طول رمزگذاری با

سرخوشه فعال  K=3 مقادیر بردار آستانه، فقط به توجه با

 خواهد بود. 
 

 . فلوچارت روش پیشنهادی.3شکل 

 
سازی گرگ خاکستری، هر گرگ در الگوریتم بهینه

 نیزحل باشد. هر راهحل برای مساله میراهگر یک بیان

جا گیری است که در اینشامل تعدادی متغیرهای تصمیم

بر مرکز، دلیل استفاده از روش رمزگذاری مبتنیبه

ها های سرخوشهشامل ویژگی گیریمتغیرهای تصمیم

، حلعنوان یک راهدیگر، هر گرگ بهعبارتبهخواهد بود. 

در این همچنین  سرخوشه را در خود دارد. 𝒌مختصات 

حل از یک بردار به طول مایش یک راهبرای ن روش،

 هاحلکد گذاری راه

 م داردهی  م یت او یه

 م اسبه ت اب  هد 

ت اب  هد  با استفاده از سازی بهینه

سازی چندهدفه گرگ ا   ريت  بهینه

 خاکستری

  پاي اه داده ها

 (%39های آزمايش )داده

 بدون برچسپ

 

   (%19) آم زشهای داده

 با برچسپ

بدون برچسپ

 ت سی  بندی داده ها

 بندی ا   ريت  خ شه

 )ا   ريت  پیشنهادی(

 هاحلآرشی  بهتري  راه

 برچسپ گذاری خ شه ها

انت ا  بهتري  راه حل بر اساس م یار 

 مینک فسکی

 

 ها )روش نیمه نظارتی(برچسپ گذاری خ شه

 

 های هر مجم عه دادهمراکز خ شه
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𝑲𝒎𝒂𝒙 + 𝑲𝒎𝒂𝒙 × 𝑫 که ساختار آن  شدهاستفاده

 بشرح زیر است: 

، اعداد 𝑲𝒎𝒂𝒙 محتویات کروموزم اول تا کروموزم

 گر فعال بودنبیان کههستند  [1و1]مثبت اعشاری در بازه 

باشند. این میمتناظر یا غیر فعال بودن سرخوشه 

 سازیآستانه فعال اند،شدهنشان داده  𝝉 با ها کهکروموزم

 𝑲𝒎𝒂𝒙های بردار نیز به سایر موقعیت شوند.مینامیده 

( اختصاص دارد. برای 𝒇ابعاد ) با(،  𝒄⃗مرکز سرخوشه )

)یک گرگ( در حل یک بردار راه ،درک بهتر ساختار

در  𝒊گر موقعیت گرگ ( آورده شده که بیان5شکل )

بندی های خوشهحلروش تمام راه در این است. 𝒕تکرار 

و مقدار آستانه  باشندسرخوشه می𝑲𝒎𝒂𝒙  دارای تعداد

امین 𝒋در نظر گرفته شده است. در این حالت،  5/1برابر 

ام در صورتی فعال 𝒕، در تکرار 𝒊مرکز خوشه در گرگ 

𝝉𝒊𝒋 خواهد بود که  > 𝟎. 𝝉𝒊𝒋باشد و اگر  𝟓 < 𝟎. 𝟓 

بندی در فرآیند خوشه 𝒊از گرگ  امین مرکز خوشه𝒋بود، 

صورت ام غیرفعال خواهد شد. این قانون به𝒕در تکرار 

 :استرابطه زیر نیز قابل بیان 

 

(11)                     {
𝜏𝑖𝑗 > 0.5   ∶        𝑐 𝑖𝑗 = 𝐴𝑐𝑡𝑖𝑣𝑒

𝜏𝑖𝑗 < 0.5  ∶   𝑐 𝑖𝑗 = 𝐷𝑒𝑎𝑐𝑡𝑖𝑣𝑒
  

 
 ثابت. روش رمزگذاری اعشاری با طول 4شکل 

یدنب هش خ

یزاس لا ف هناتسآ

اه هش خ زکارم

هش خ ره ل  

 
 

 

 .بندیحل خوشهعنوان راهیک نمونه گرگ خاکستری به .5شکل 

 

 

𝑊𝑜𝑙𝑓⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑖(𝑡) = 

𝜏𝑖1 𝜏𝑖2 𝜏𝑖3 … 𝜏𝑖𝐾𝑚𝑎𝑥
 𝑐 𝑖1 𝑐 𝑖2 𝑐 𝑖3 … 𝑐 𝑖𝐾𝑚𝑎𝑥

 

 

 

 

 

 ت  ید  م یت او یه .9-0

منظور تولید جمعیت اولیه در روش پیشنهادی، ابتدا به

ازی سبه کمک یک عملگر تصادفی قسمت آستانه فعال

. برای این منظور به تعداد گرددحل ایجاد میمربوط به راه

 𝑲𝒎𝒂𝒙 تولید  [1و1]عدد تصادفی اعشاری در بازه

 حداقل تعداد بندیدر مسئله خوشه کهییازآنجاگردد. می

𝑲𝒎𝒊𝒏باشد ) 2ها باید خوشه =  هایساز( تعداد فعال𝟐

باشد.  2، نباید کمتر از 5/1از  تربا مقدار آستانه بیش

همین دلیل، در روش پیشنهادی از یک واحد کنترلی به

برای کنترل این موضوع و جلوگیری از تولید جمعیت 

𝑓𝐷 … 𝑓3 𝑓2 𝑓1 

 هاسرخ شه
 سازیهای ف الآستانه
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که تعداد متغیرهای تا زمانی ودار استفاده شده مشکل

باشد، عملگر  2، کمتر از 5/1ساز با مقدار آستانه فعال

خته پس از سانماید. تصادفی را وادار به تولید دوباره می

سازی، به ساخت ادامه کنترل آستانه فعال شدن قسمت

ابتدا یک شود. برای این منظور، حل پرداخته میراه

نمونه موجود  𝑴از 𝑲𝒎𝒂𝒙  اندازه جایگشت تصادفی به

نمونه، 𝑲𝒎𝒂𝒙 شود. این در مجموعه داده فراهم می

نظر  حل ایجاد شده درراه ازهای اولیه عنوان سرخوشهبه

سپس، هر دو قسمت آستانه و  شوند.گرفته می

حل را ها در کنار هم قرار گرفته و یک راهسرخوشه

فرآیند گفته شده تا تولید کامل جمعیت  دهند.تشکیل می

گردد. پس از تولید جمعیت اولیه، اعضای اولیه تکرار می

بایست توسط توابع هدف مورد ارزیابی قرار جمعیت می

 این مقاله همان توابعگیرند. توابع هدف مورد استفاده در 

 (، هستند.5( و )1هدف معرفی شده در روابط )
 

 چندهدفه سازی گرگ خاکستریا   ريت  بهینه .0-0

بندی فازی مطرح شده با توجه به اینکه مساله خوشه

سازی چندهدفه است، برای در این مقاله، یک مساله بهینه

 هسازی چندهدفهای بهینهبایست از الگوریتمحل آن می

که  سازی گرگ خاکستریاستفاده شود. اما الگوریتم بهینه

در بخش قبل معرفی شد بیشتر برای حل مسائل 

رو هدف این رود. از اینسازی تک هدفه بکار میبهینه

سازی بخش تعمیم الگوریتم مذکور به یک الگوریتم بهینه

 چندهدفه است. 

گ گر سازیدر اولین قدم، برای تبدیل الگوریتم بهینه

خاکستری تک هدفه به الگوریتم چندهدفه، لیستی بنام 

گیریم که اعضای آن منحصرا لیست آرشیو در نظر می

جوابهای نامغلوب هستند. یعنی جوابهایی که اولا جزو 

جوابهای بهینه مساله بوده و ثانیا هیچ ارجحیتی نسبت 

هم ندارند. در شروع الگوریتم، این لیست خالی بوده به

ی در آن قرار ندارد. بعد از ارزیابی جمعیت و هیچ جواب

((، تمامی جوابها با 5( و )1توسط توابع هدف )روابط )

هم مقایسه شده و جوابهایی که توسط هیچ یک از 

اند به این لیست منتقل اعضای جمعیت مغلوب نشده

 هایحلراه تکرار الگوریتم، فرآیند طول درشوند. می

یو با اعضای فعلی آرش اند،آمدهدستبه تاکنون که مطلوبی

 است ممکن زیر حالت یکی از سه. خواهند شد مقایسه

 :رخ دهد

  ای اعض از یکی حداقلوسیله به جدید عضواگر

 جدید اجازه عضو به ،مغلوب گردد آرشیو فعلی

 .شودداده نمی آرشیو به ورود

  عضو فعلی  چند یا یک بر جدید عضواگر

 آرشیو از مغلوب( های)حلراه کند، آرشیو غلبه

 .شوندمی آرشیو وارد جدید حلراه و حذف

 اعضای نه و جدید حلراه نه کهدرصورتی 

 حلاهر نکنند، غلبه یکدیگر برکدام هیچ آرشیو

 .شودمی اضافه آرشیو به جدید

بایست مد نظر قرار گیرد آن موضوع دیگری که می

سازی تک هدفه، های بهینهاست که در الگوریتم

ا از ترتیب سه تدر هر تکرار، به های آلفا، بتا و دلتاگرگ

ر . اما دهستندهای الگوریتم تا آن تکرار بهترین جواب

سازی چندهدفه همانطور که قبلا ذکر شد مسائل بهینه

های پارتو )جوابهای موجود در لیست هیچ یک از جواب

در این مقاله با توجه آرشیو( بر همدیگر برتری ندارند. 

 شاخصبندی است( از به نوع مساله )که در اینجا خوشه

DB شده است.  استفادههای رهبر جهت انتخاب گرگ

این معیار تابعی از نسبت مجموع پراکندگی درون 

، DBشاخص  ت.ها اسای به پراکندگی بین خوشهخوشه

 . [26]شود با استفاده از رابطه ریاضی زیر بیان می
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(11) 𝐷𝐵(𝐶) =
1

𝐾
∑ max

𝑐𝑟∈𝐶\𝑐𝑘

{
𝑆(𝑐𝑘) + 𝑆(𝑐𝑟)

𝑑𝑒(𝑐𝑘̅ , 𝑐𝑟̅)
}

𝑐𝑘∈𝐶

 

 در آن:که 

(12) 𝑆(𝑐𝑘) =
1

𝑛𝑘
∑ 𝑑𝑒

𝑥𝑖∈𝑐𝑘

(𝑋𝑖 , 𝑐𝑘̅) 

بندی با کمترین مقدار از این شاخص، بهترین خوشه

 نتیجه را خواهد داشت.

 

 های آزمايشیزنی به داده. برچسب1-0

ها در بندی فازی، دادهپس از پایان فرآیند خوشه

ا اکنون بایستی ب شوند.بندی میهای مرتبط گروهخوشه

ها های آموزشی که برچسب کلاس آنتوجه به داده

های آزمایشی نیز باشد، برچسب کلاس دادهمشخص می

های زنی به دادهطور معمول، برچسببهمشخص گردد. 

 ترینبدون برچسب آزمایشی، براساس معیار نزدیک

رین تیعنی برچسب نزدیک ؛شودمرکز به نمونه انجام می

. با این حال، نمونه، برچسب نمونه خواهد بودمرکز به 

 بندیمنظور افزایش دقت خوشهدر روش پیشنهادی به

ترین مرکز به همراه درجه از ترکیب معیار نزدیک فازی،

زنی عضویت فازی استفاده شده است. فرآیند برچسب

های نمونه گیرد که ابتداصورت انجام میبدین

 با متناظر هایشهخو دار از داده آموزش بهبرچسب

سپس فراوانی  .شوندنگاشت می عضویت درجه بیشترین

هر کلاس از داده آموزشی نسبت به هر خوشه محاسبه 

ای اختصاص داده گردد. در انتها، کلاس به خوشهمی

گیری برای جلوشود که دارای بیشترین فراوانی باشد. می

بعد از ها، گذاری تکراری خوشهاز برچسب

هر خوشه، خوشه مورد نظر از فرایند گذاری برچسب

فراوانی  همچنین اگر. گذاری حذف خواهد شدبرچسب

زنی براساس ، برچسبباشدها در دو گروه برابر نمونه

درجه عضویت در خوشه متناظر، هایی با بیشترین نمونه

 .[19]صورت خواهد گرفت 

 

 حل. ارزيابی و انت ا  بهتري  راه6-0

بندی خودکار فازی، میزان معیارهای ارزیابی خوشه

ک دهند. یبندی را نشان میبهینه بودن نتیجه یک خوشه

بایست دو هدف زیر را بندی میمعیار ارزیابی خوشه

 دنبال کند:

 هامشخص کردن تعداد بهینه خوشه -1

بندی با حالت خوشهترین بدست آوردن بهینه-2

 ها.توجه به تعداد خوشه

ارزیابی مختلفی برای ارزیابی  هایشاخص

توان به بندی فازی وجود دارد که از جمله آنها میخوشه

اشاره کرد.  WGSو  ،DI ،DB ،CS ،MS ،XBمعیار 

بندی ریاضی معیارهای ارزیابی فوق، به همراه فرمول

به تفصیل در مرجع های هر یک از آنها مزایا و محدودیت

معیار مینکوفسکی این مقاله از آورده شده است. در  ]27[

(MS( که طبق رابطه )محاسبه می13 ) شود، استفاده شده

مقدار بهینه این معیار صفر بوده و هر چه مقدار آن  است.

ت دهنده بهتر بودن کیفیبه صفر نزدیکتر باشد، نشان

  بندی است.خوشه

 

(13) 

𝑴𝑺

=
√∑ (𝒏𝒊.

𝟐
) + ∑ (

𝒏.𝒋

𝟐
) − 𝟐∑ (

𝒏𝒊𝒋

𝟐
)𝒊𝒋𝒋𝒊

√∑ (
𝒏.𝒋

𝟐
)𝒋

 

 

ی است که هایتعداد دادهگر بیان 𝒏𝒊𝒋در رابطه فوق، 
های تعداد داده .𝒏𝒊. هستند مشترک jو  iبین دو خوشه 

های موجود در نیز تعداد داده 𝒏.𝒋و  iموجود در خوشه 
پس از محاسبه این معیار برای تمامی است.  jشاخه 

حلی که کمترین لیست آرشیو، راهاعضای موجود در 
رین عنوان بهترد، بهمقدار از لحاظ معیار مینکوفسکی را دا

 گردد.حل انتخاب میراه
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 سازی و تحلیل نتایج. شبیه5
 در این بخش نتایج حاصل از روش پیشنهادی بر روی

که در دیگر مقالات  های استانداردچند مجموعه از داده
اند، ارائه و با سایر کارهای انجام شده به کارگرفته شده

 های دیگر مقایسه خواهد شد. در پژوهش
های مورد استفاده در این پژوهش شامل مجموعه داده

واقعی  مجموعه داده 5مصنوعی و  مجموعه داده 5
 AD_5_2های مصنوعی شامل: هستند. مجموعه داده

ارائه شده در مرجع  AD_10_2، [28]ارائه شده در مرجع 
ارائه شده در  Sizes5و  Square4و  Square1و  [29]

نیز که های واقعی باشند. مجموعه دادهمی [31]مرجع 
 Wineو  thyroid Newو  Cancer Breastو  Irisشامل: 

های استاندارد باشند، از دادهمی Disorders Liverو 
. تعداد الگوها و [31]اند دریافت شده UCIسایت 

های فوق در جدول ویژگیهای هر یک از مجموعه داده
گر تعداد بیان 𝐃در این جدول، . ( آورده شده است1)

گر بیان 𝐌و  هاگر تعداد خوشهبیان 𝐊ها )ابعاد(، ویژگی
عداد اعضا در هر خوشه نیز ت 𝐌𝐢باشد. می هاتعداد نمونه

 دهد.از مجموعه داده را نشان می

 
 ها ای از مجموعه دادهخلاصه .1جدول 

Dataset 𝑫 𝑲 𝑴 𝑴𝒊 

AD_5_2 [28] 2 5 251 51×51 

AD_10_2 [29] 2 11 511 11×51 

Square1 [30] 2 4 1111 4×251 

Square4 [30] 2 4 1111 4×251 

Sizes5 [30] 2 4 1111 769,77,77,77 

Iris [31] 4 3 151 51, 51,51 

BreastCancer [31] 9 2 683 444, 239 

Newthyroid [31] 5 3 215 151, 35, 31 

Wine [31] 13 3 178 59, 71, 48 

LiverDisorders [31] 6 2 341 142, 199 

 

بررسی و تحلیل نتایج شامل مقایسه نتایج روش 

هدفه، تکسازی های بهینهپیشنهادی با الگوریتم

سازی چندهدفه و همچنین بررسی های بهینهالگوریتم

تأثیر تنظیم پارامترها بر کارایی الگوریتم پیشنهادی 

 هاباشد. شاخص ارزیابی نیز تعیین تعداد بهینه خوشهمی

(𝐊)  و مقدار کمینه بدست آمده از معیار مینکوفسکی

(MSدر ن )پارامترهای الگوریتم . ظر گرفته شده است

سازی گرگ خاکستری چندهدفه به شرح زیر بهینه

 انتخاب شده اند: 
𝑁𝑃 = 40,𝑀𝑎𝑥𝐺𝑒𝑛 = 100  

حداکثر تعداد  𝑀𝑎𝑥𝐺𝑒𝑛تعداد اعضای جمعیت و  𝑁𝑃که 

تکرار یا همان شرط خاتمه الگوریتم است. ظرفیت لیست 

آرشیو نیز برابر تعداد اعضای جمعیت انتخاب شده است. 

بر کارایی الگوریتم،  𝑎با توجه به اینکه تاثیر پارامتر 

برید سازی تهمانند تاثیر پارامتر دما در الگوریتم بهینه

نیز با الهام از روابط  𝑎𝑚𝑎𝑥و  𝑎𝑚𝑖𝑛فلزات است، مقادیر 

پرکاربردترین روشهای تعیین دما در  زیر که جزو

 . [32]الگوریتم تبرید فلزات است، محاسبه خواهند شد 

(14) 
𝑎𝑚𝑎𝑥 = −

|max(𝐽𝑚) + max(𝑂𝑆)|

𝑙𝑛𝑝0
 

𝑎𝑚𝑖𝑛 = −
|min(𝐽𝑚) + min(𝑂𝑆)|

𝑙𝑛𝑝0
 

نیز دومین تابع  𝑂𝑆اولین تابع هدف و  𝐽𝑚در رابطه فوق، 

 9/1تا  7/1نیز عددی در محدوده  𝑝0هدف مساله است. 

 ایم.در نظر گرفته 9/1است که در این مقاله مقدار آنرا 

 𝑎𝑚𝑎𝑥و  𝑎𝑚𝑖𝑛مقادیر همانطور که قبلا نیز اشاره شد 

های وابسته به ماهیت مساله بوده و برای مجموعه داده

 مختلف مقادیر آنها متفاوت است. 
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 بندی با استفاده از روش پیشنهادی و مقایسه آن با روشهای دیگرنتایج خوشه .3جدول 

Datasets Actual K 
FCM-MOGWO FCM-NSGA[19] VAMOSA[33] MOCK[34] 

K MS K MS K MS K MS 

AD_5_2 5 1 9.29 5 1.29 5 1.25 6 1.39 

AD_10_2 11 19 9.99 11 1.13 11 1.43 6 1.11 

Square1 4 0 9.11 0 9.11 4 1.19 4 1.19 

Square4 4 0 9.03 0 9.03 4 1.51 4 1.61 

Sizes5 4 0 9.10 4 1.19 4 1.14 2 1.64 

Iris 3 9 9.91 3 1.57 2 1.81 2 1.82 

Breast Cancer 2 2 9.92 2 1.36 2 9.92 2 1.39 

New Thyroid 3 9 9.09 3 1.52 5 1.57 2 1.82 

Wine 3 9 9.91 3 1.93 3 1.97 3 1.91 

Liver Disorders 2 2 1.16 2 9.31 2 1.98 3 1.98 

 

 

 سازی چندهدفههای بهینهای مقایسه نتایج روش پیشنهادی با الگوریتمنمودار میله .6شکل 

 
 

 

سازی الگوریتم پیشنهادی (، نتایج پیاده2در جدول )

مجموعه داده استاندارد آورده شده و با سه  11بر روی 

ارائه شده  FCM-NSGAسازی چندهدفه الگوریتم بهینه

و  [33]در مرجع  شدهارائه VAMOSA، [19]در مرجع 

MOCK مقایسه شده است. در  [34]در مرجع  شدهارائه

 ها برایگر تعداد واقعی خوشهبیان Actual Kاین جدول، 

گر تعداد بهینه خوشه بیان 𝐊هر مجموعه داده، 

نیز مقدار معیار  MSاز هر الگوریتم و  آمدهدستبه

دهنده کوفسکی است که کمترین مقدار آن نشانمین

ای حاصل از این . نمودار میلهباشدبهترین عملکرد می

با توجه به نتایج  ( آورده شده است.6آزمایش در شکل )

 (، موارد زیر قابل استخراج است:2ارائه شده در جدول )

  در مجموعه دادهAD_5_2 روش پیشنهادی با ،

بهترین عملکرد و روش  23/1مقدار مینکوفسکی 

MOCK بدترین عملکرد را  39/1، با مقدار مینکوفسکی

از نظر تخمین تعداد مناسب  اند.به خود اختصاص داده
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ها بجز خوشه برای این مجموعه داده نیز، همه روش

ها ، قادر به تخمین تعداد صحیح خوشهMOCKروش 

 خوشه(. 5اند )بوده

   در مجموعه دادهAD_10_2روش پیشنهادی ، 

صفر که در واقع با مقدار مینکوفسکی همراه روش به

 مقتدرانه عنوانباشد، درصدی می 111گر دقت بیان

بهترین عملکرد را به خود اختصاص داده است و روش 

MOCK بدترین عملکرد را  11/1، با مقدار مینکوفسکی

ها ه داده نیز، همه روشبرای این مجموع داشته است.

ها را به درستی ، تعداد صحیح خوشهMOCKبجز روش 

 خوشه(. 11اند )تخمین زده

  در مجموعه دادهSquare1روش پیشنهادی ، 

با مقدار مینکوفسکی  FCM-NSGAهمراه روش به

و  MOCKهای بهترین عملکرد و روش 18/1مشترک 

VAMOSA ن بدتری 19/1، با مقدار مینکوفسکی مشترک

هر چهار روش مورد بررسی،  اند.عملکرد را دارا بوده

ی این مجموعه داده را به درستی تخمین هاتعداد خوشه

 خوشه(. 4اند )زده

  در مجموعه دادهSquare4  که دارای فشردگی

 Square1پوشانی بیشتری نسبت به مجموعه داده و هم

 FCM-NSGAهمراه روش به باشد، روش پیشنهادیمی

بهترین عملکرد و  49/1مینکوفسکی مشترک  با مقدار

بدترین  61/1، با مقدار مینکوفسکی MOCK روش

هر چهار روش،  اند. در این مورد نیزعملکرد را دارا بوده

مجموعه داده را به درستی تخمین های تعداد خوشه

 خوشه(. 4اند )زده

  در مجموعه دادهSizes5روش پیشنهادی ، 

مقدار مینکوفسکی مشترک با  VAMOSAهمراه روش به

، با MOCK اند. روشبهترین عملکرد را داشته 14/1

 بدترین عملکرد را دارا بوده 64/1مقدار مینکوفسکی 

ها بجز است. برای این مجموعه داده نیز، همه روش

ها را به درستی ، تعداد صحیح خوشهMOCKروش 

 خوشه(. 4اند )تخمین زده

 مجموعه داده  برایIris با  پیشنهادی، روش

با اختلاف زیاد نسبت به سایر  38/1مقدار مینکوفسکی 

بهترین عملکرد را به خود های مورد مقایسه، الگوریتم

، با مقدار FCM-NSGA اختصاص داده است. روش

روش در رتبه دوم جای دارد و  57/1مینکوفسکی 

MOCK  بدترین عملکرد را  82/1با مقدار مینکوفسکی

برای این مجموعه داده داشته است. از نظر تخمین تعداد 

دلیل مناسب خوشه برای این مجموعه داده نیز، به

تنها روش پیشنهادی و ها، بالا بین خوشهپوشانی هم

ها را به درستی تعداد صحیح خوشه FCM-NSGAروش 

 خوشه(. 3اند )تخمین زده

 ای مجموعه داده برBreast Cancer روش ،

با مقدار  VAMOSAهمراه روش به پیشنهادی

اند. بهترین عملکرد را داشته 32/1مینکوفسکی مشترک 

بدترین  39/1، با مقدار مینکوفسکی MOCK روش

است. برای این مجموعه داده، همه  عملکرد را دارا بوده

ین ها را به درستی تخمها تعداد صحیح خوشهروش

 خوشه(. 2اند )زده

  برای مجموعه دادهNew Thyroid روش ،

بهترین عملکرد را  41/1با مقدار مینکوفسکی  پیشنهادی

 MOCK . روشها دارا بوده استنسبت به سایر روش

بدترین عملکرد را برای  82/1نیز، با مقدار مینکوفسکی 

این مجموعه داده داشته است. از نظر تخمین تعداد 

مناسب خوشه برای این مجموعه داده، تنها روش 

ها تعداد صحیح خوشه FCM-NSGAپیشنهادی و روش 

 خوشه(. 3اند )را به درستی تخمین زده
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 مجموعه داده  برایWineا ب ، روش پیشنهادی

با اختلاف بسیار زیاد نسبت به  35/1مقدار مینکوفسکی 

بهترین عملکرد را به های مورد مقایسه، سایر الگوریتم

، با مقدار MOCKخود اختصاص داده است. روش 

روش در رتبه دوم جای دارد و  91/1مینکوفسکی 

VAMOSA  بدترین عملکرد  97/1با مقدار مینکوفسکی

 شته است. در این مورد نیزرا برای این مجموعه داده دا

های مجموعه داده را به هر چهار روش، تعداد خوشه

 خوشه(. 3اند )درستی تخمین زده

  در مورد مجموعه دادهLiver Disorders همه ،

اند؛ ها عملکرد نامناسبی از خود نشان دادهروش

 ها عددیکه مقدار مینکوفسکی برای تمام روشطوریبه

دهد هر چهار روش ه نشان میک باشددر حدود یک می

 .اندبندی این مجموعه داده با مشکل مواجه شدهدر خوشه

 16/1در این میان، روش پیشنهادی با مقدار مینکوفسکی 

بدترین عملکرد را برای این مجموعه داده داشته است و 

بهترین  97/1با مقدار مینکوفسکی  FCM-NSGAروش 

یین تعداد بهینه عملکرد را دارا بوده است. از نظر تع

نتوانسته تعداد صحیح  MOCKخوشه نیز فقط روش 

 خوشه(. 2ها را به درستی تخمین بزند)خوشه

یتم شود الگورمشاهده می اشاره شده، نتایج با توجه به

پیشنهادی توانسته است در تمامی آزمایشها تعداد بهینه 

ها را مشخص نماید. همچنین این الگوریتم در خوشه

، عملکرد بهتری نسبت به سایر روشها از موارددرصد 91

بندی و تشخیص تعداد خود نشان داده و قادر به خوشه

  .ها بوده استبهینه خوشه

نسبت به دو الگوریتم  FCM-NSGA الگوریتم

MOCK  وVAMOSA  عملکرد بسیار بهتری داشته

این الگوریتم توانسته است در همه مجموعه . است

ا هتخمین درستی از تعداد خوشه های مورد بررسی،داده

داشته باشد و از این حیث موفقیت کاملی را به دست 

بندی نیز، آورده است. همچنین از نظر کیفیت خوشه

مقدار مینکوفسکی قابل قبولی برای هر مجموعه داده به 

دست آورده است؛ با این حال در مجموع، الگوریتم 

FCM-MOGWO در  که از همان دو تابع هدف موجود

گیرد، در مجموع بهره می FCM-NSGAالگوریتم 

عملکرد بمراتب بهتری از نظر مقدار مینکوفسکی داشته 

 است.

 و Sym-index از دو معیار که VAMOSAالگوریتم 

XB-index ی پراکندگ و منظور فشردگیبه ترتیب به

پوشان مجموعه هم ساختار کند، توانسته استاستفاده می

 و AD_5_2 مصنوعی از جملههای دوبعدی داده

AD_10_2 الگوریتم  حال، این این با. دهد تشخیص را

 هایبسیار بالا )مجموعه داده پوشانیبا هم هاییداده برای

Iris  وNew Thyroid عملکرد مناسبی از خود نشان )

تواند بیانگر انتخاب نامناسب موضوع می نداده است. این

ر این الگوریتم در دو معیار ارزیابی مورد استفاده د

ایج نت .بالا باشدپوشانی همهایی با مواجهه با مجموعه داده

 نتایج ،MOCKدهد که الگوریتم ها نشان میبررسی

ضعیفی هم از لحاظ مقدار مینکوفسکی و هم از لحاظ 

این موضوع  ها دارا بوده است.تخمین تعداد خوشه

ده شتابع هدف استفاده  دو محدودیت خاطرتواند بهمی

باشد که باعث عدم کارایی آن در  در این الگوریتم

که از آنجایی .پوشان شده استهای هممواجهه با داده

هایی نمایش خروجی روش پیشنهادی برای مجموعه داده

با ابعاد بالاتر از سه بعد ممکن نیست، در این بخش 

و دهای الگوریتم پیشنهادی برای مجموعه داده خروجی

( نشان داده 11( الی )7های )در شکلبعدی مصنوعی 

داده آموزشی با رنگ آبی، ها، شده است. در این شکل

یله وسدست آمده بهداده آزمایشی با رنگ قرمز و مراکز به

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                            17 / 25

https://ic4i-journal.ir/article-1-63-en.html


مة
لنا

ص
ف

 
ی 

لم
ع

- 
ی

هش
ژو

پ
 

ی
ده

مان
فر

 و 
ل،

تر
کن

 
ال

س
 

م،
دو

 
رة

ما
ش

 1، 
هار

ب
 

13
17

 

 

 .........ها با استفاده ازبندی خودکار فازی دادهخوشه ا

 
18 

ستاره )*( سبز رنگ مشخص شده است. همانطور که 

شود روش پیشنهادی علاوه بر تعیین تعداد مشاهده می

را برای مجموعه بندی ها، عمل خوشهبهینه خوشه

های (، مجموعه داده8و 7پوشان )شکل های غیرهمداده

های ( و مجموعه داده9های نابرابر )شکل با خوشه

( با دقت بسیار خوبی 11و  11های پوشان )شکلهم

  انجام دهد.

در ادامه تاثیر هر یک توابع هدف بطور مجزا )روابط 

ده است. مجموعه داده بررسی ش 11((، بر روی 5( و )1)

هدف از انجام این آزمایش آن است که نشان دهیم در 

سازی همزمان دو بندی خودکار فازی، بهینهمسائل خوشه

بندی را نسبت به حالتی تواند دقت خوشهتابع هدف می

شوند افزایش سازی میکه اهداف بصورت مجزا بهینه

)رابطه  OSجا، رویکردی که از تابع هدف در این دهد.

و رویکردی که از  OS-GWO-FCMکند اده می( استف5

GWO-FCM-کند ( استفاده می1)رابطه  mJتابع هدف 

mJ  که در  [35]نامیده شده است. همچنین نتایج با مرجع

استفاده شده، مقایسه  VGAPSهدفه آن از الگوریتم تک

 شده است. 

 
 

 

 

 

 

 

 هدفهنتایج روش پیشنهادی در مقایسه با رویکردهای تک .3جدول 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Datasets Actual K 
FCM-MOGWO FCM-GWO-OS FCM-GWO-Jm VGAPS[35] 

K MS K MS K MS K MS 

AD_5_2 5 1 9.29 1 9.29 11 1.59 5 1.25 

AD_10_2 11 19 9.99 11 1.13 17 1.53 7 1.84 

Square1 4 0 9.11 0 9.11 21 1.77 4 1.21 

Square4 4 4 1.49 0 9.01 31 1.83 5 1.52 

Sizes5 4 0 9.10 2 1.71 22 1.62 5 1.22 

Iris 3 9 9.91 2 1.19 12 1.51 3 1.62 

Breast Cancer 2 2 9.92 2 1.36 24 1.33 2 1.37 

New Thyroid 3 9 9.09 2 1.99 15 1.87 3 1.58 

          

Wine 3 9 9.91 3 1.57 13 1.39 6 1.97 

Liver Disorders 2 2 1.16 2 1.21 18 1.41 2 9.31 

 [
 D

ow
nl

oa
de

d 
fr

om
 ic

4i
-j

ou
rn

al
.ir

 o
n 

20
26

-0
1-

29
 ]

 

                            18 / 25

https://ic4i-journal.ir/article-1-63-en.html


مة
لنا

ص
ف

 
ی 

لم
ع

– 
ی 

هش
ژو

پ
ی

ده
مان

فر
 و 

ل،
تر

کن
 

ال
س

 
م،

دو
 

رة
ما

ش
 1، 

هار
ب

 
13

17
 

 
 مقالـــــه

 
19 

 

 با شاخص مینکوفسکی صفر. AD_10_2مجموعه داده  .8شکل  1,23 با شاخص مینکوفسکی .AD_5_2مجموعه داده  .7شکل 

 
 

 

 1,18. با شاخص مینکوفسکی Square1مجموعه داده  .9شکل 

 

 1,49. با شاخص مینکوفسکی Square4مجموعه داده  .11شکل 

  
 

 1,14 . با شاخص مینکوفسکیSizes5مجموعه داده  .11شکل 
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 هدفهمقایسه نتایج رویکردهای تکای . نمودار میله12شکل 

 
 

 

( نتایج حاصل از این آزمایش را نشان 3جدول )

( 12ای مقایسه نتایج نیز در شکل )دهد. نمودار میلهمی

 آورده شده است.

( مشاهده 3با بررسی نتایج ارائه شده در جدول )

، از نظر FCM-GWO-OSهدفه شود الگوریتم تکمی

ر مقدار کمینه معیاها و همچنین تعداد بهینه خوشه تخمین

-FCM-GWOهدفه مینکوفسکی، نسبت به الگوریتم تک

Jm  وVGAPS  عملکرد بهتری دارد. این موضوع نشان

تواند شاخص ارزیابی مناسبی برای می OSدهد معیار می

 باشد. بالاپوشانی همهای با بندی دادهخوشه

ی قابل قبولی از هاتخمین FCM-GWO-OSرویکرد 

های مورد های بسیاری از مجموعه دادهتعداد خوشه

ها بررسی داشته است و در مورد تخمین تعداد خوشه

 New Thyroidو  Irisو  Sizes5های برای مجموعه داده

ناموفق عمل کرده است که نابرابری تعداد اعضای 

ها پوشانی بالا در این مجموعه دادهها و همخوشه

. این در تواند از علل عدم موفقیت این معیارها باشدمی

تخمین بسیار  FCM-GWO-Jmرویکرد  کهحالیست 

ست و در هیچ ها داشته ابالایی برای تمام مجموعه داده

ه توان بمورد موفقیتی کسب نکرده است. از این رو می

 پوشانهای همضعف اساسی این معیار در مواجهه با داده

ها، ه در این معیار با افزایش تعداد خوشهپی برد. چرا ک

گردد و کاهش مقدار خود متمایل می این معیار به سمت

 شکستها با بنابراین در تخمین خودکار تعداد خوشه

چندان  VGAPSهمچنین نتایج رویکرد گردد. مواجه می

گردد که در چهار بخش نبوده و مشاهده مییترضا

ها، ارائه داد خوشهاز تع مجموعه داده تخمین درستی

هایی با نداده است. این رویکرد برای مجموعه داده

های فشرده و جدا از هم کارایی قابل قبولی دارد، خوشه

پوشان عملکرد مناسبی های هماما در مواجهه با خوشه

 Sym-indexدهد که معیار این موضوع نشان می ندارد.
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ناسایی ر به شتنهایی قاداستفاده شده در این الگوریتم، به

 باشد.ساختار داده مختلف نمی

های در نهایت، از مقایسه نتایج خروجی و بررسی

گردد که با استفاده از هر دو صورت گرفته، مشاهده می

سازی چندهدفه روش در بهینه OSو  Jmمعیار 

گیری مقدار برازندگی اعضای جمعیت پیشنهادی، اندازه

ث شده است که متعادل گردیده است. این موضوع باع

، هم از نظر میزان FCM-MOGWOکارایی الگوریتم 

معیار مینکوفسکی و هم از نظر تخمین تعداد مناسب 

 گیری داشته باشد.بهبود چشمها، خوشه

 

 

 نتایج تأثیر روش انتخاب گرگ رهبر در روش پیشنهادی .4جدول 

Datasets Actual K 
Random DB-index 

K MS K MS 

AD_5_2 5 5 1.25 1 9.29 

AD_10_2 11 11 1.23 19 9.19 

Square1 4 4 1.19 0 9.11 

Square4 4 4 1.51 0 9.03 

Sizes5 4 4 1.24 0 9.10 

Iris 3 3 1.63 9 9.91 

Breast Cancer 2 2 1.36 2 9.92 

New Thyroid 3 3 1.96 9 9.09 

Wine 3 3 1.11 9 9.19 

Liver Disorders 2 5 1.25 1 1.16 

 

 
 ای نتایج تأثیر روش انتخاب گرگ رهبر در روش پیشنهادی. نمودار میله13شکل 

 

در پایان به بررسی تأثیر تنظیمات مختلف پارامترها 

شود. بر روی کارایی روش پیشنهادی پرداخته می

های این بخش به یشآزماپارامترهای قابل تنظیم جهت 

دسته شامل روش انتخاب گرگ رهبر و روش حذف دو 
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ترین خلوت از انتخاب گرگ رهبرباشد. از آرشیو می

بخش انتخاب شده، شامل دو روش انتخاب تصادفی و 

یسه نتایج این باشد. مقامی DBانتخاب بر مبنای شاخص 

ای ( آورده شده است. نمودار میله4دو روش در جدول )

( 13زمایش نیز در شکل )مقایسه نتایج حاصل از این آ

شود برای تمامی آمده است. همانطور که مشاهده می

ها انتخاب گرگ رهبر با استفاده از معیار مجموعه داده

DB بندی شده است. همانطور منجر به بهبود دقت خوشه

ه، سازی چندهدفهای بهینهکه قبلا اشاره شد، در الگوریتم

ه گرفتظرفیت مشخصی برای لیست آرشیو در نظر 

شود. در صورتیکه تعداد اعضای موجود در لیست می

بایست اعضای آرشیو از ظرفیت آن بیشتر شود، می

 اضافی از لیست حذف شوند.

 
 

 نتایج تأثیر روش حذف از آرشیو در روش پیشنهادی .5جدول 

Datasets Actual K 
Random Crowding Distance DB-index 

K MS K MS K MS 

AD_5_2 5 5 1.43 5 1.51 1 9.29 

AD_10_2 11 11 1.29 11 1.16 19 9.99 

Square1 4 4 1.21 4 1.19 0 9.11 

Square4 4 4 1.51 4 1.49 0 9.03 

Sizes5 4 4 1.25 4 1.26 0 9.10 

Iris 3 3 1.64 3 1.68 9 9.91 

Breast Cancer 2 2 1.32 2 1.32 2 9.92 

New Thyroid 3 3 1.61 3 1.62 9 9.09 

Wine 3 3 1.42 3 1.49 9 9.91 
Liver Disorders 2 5 1.19 5 1.18 2 1.16 

 
 ای نتایج تأثیر روش حذف از آرشیو در روش پیشنهادی. نمودار میله14شکل 
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روشهای مختلفی برای حذف اعضای اضافی از 

( نتایج حاصل 5لیست آرشیو وجود دارند که در جدول )

از سه روش حذف بصورت تصادفی، حذف با استفاده 

 DBشاخص از روش فاصله ازدحامی و حذف از طریق 

ای مقایسه نتایج حاصل نمودار میلهنشان داده شده است. 

شده است. شایان ( آورده 14از این آزمایش در شکل )

ذکر است روشهای حذف بصورت تصادفی و فاصله 

سازی کاربرد داشته ازدحامی در مورد تمامی مسائل بهینه

و وابسته به ماهیت مساله نیستند، اما روش حذف بر 

بندی است. با منحصر به مسائل خوشه DBاساس معیار 

 شود( مشاهده می5توجه به نتایج ارائه شده در جدول )

ها، مقدار مینکوفسکی برای تمامی مجموعه دادهبرای 

استفاده شده نسبت به دو حالت  DBحالتی که از شاخص 

 بندی نیز بهتر است.نتیجه دقت خوشه دیگر کمتر و در

 

 گیری . نتیجه6
بندی خودکار فازی در مقاله، مساله خوشه این در

دید. بندی گرسازی چندهدفه فرمولقالب یک مساله بهینه

-( و همپوشانیmJتوابع هدف شامل معیارهای فشردگی )

دگی فشر تعیینبودند که بترتیب برای ( OSجدایی )

پوشانی هم هایویژگی تشخیصهای درون خوشه و داده

با توجه به اینکه مساله . کار گرفته شدندها بهخوشه

، سازی غیر خطیبندی از نوع مسائل بهینهخوشه

باشد، برای حل آن نیز یک می چندهدفه و نامحدب

سازی چندهدفه جدید مبتنی بر الگوریتم روش بهینه

گرگ خاکستری پیشنهاد گردید. به منظور تسریع در 

سازی و ایجاد مصالحه بین توابع هدف، فرآیند بهینه

راهکارهای ابتکاری جدیدی نیز به الگوریتم اضافه 

ولید ت سازی پیشنهادی منجر بهاعمال روش بهینهگردید. 

حل بهینه گردید که در نهایت با توجه به معیار چندین راه

ادی روش پیشنهمینکوفسکی، راه حل نهایی انتخاب شد. 

مورد بررسی و  مجموعه داده استاندارد 11بر روی 

های دیگر تعدادی از روشآزمایش قرار گرفت و با 

مقایسه گردید. نتایج آزمایشها نشان دادند روش 

ها، علاوه بر تعیین تعداد بهینه خوشه است پیشنهادی قادر

 و فشرده های پراکنده،بندی مجموعه دادهمساله خوشه

کند. همچنین کارایی  مدیریت نحو مطلوبی را پوشانهم

هر یک از توابع هدف نیز بطور مجزا مورد ارزیابی قرار 

نتایج آزمایشها بیانگر این واقعیت بودند که هر  .داده شد

قادر به حل مساله وابع هدف به تنهایی یک از این ت

بندی خودکار نبوده و استفاده از توابع هدف خوشه

 گیریبندی را بطور چشمتواند دقت خوشهمناسب می

  افزایش دهد.

 

 . پیشنهادات کارهای آینده7
هرچند نتایج آزمایشات انجام شده بیانگر این واقعیت 

سازی پیشنهادی در این مقاله بود که الگوریتم بهینه

دارای کارایی و عملکرد (، FCM-MOGWO)الگوریتم 

ی توان با اعمال تغییراتقابل قبولی است، با این حال می

را تا حد مطلوبی در نسخه اصلی الگوریتم، کارایی آن

تکاملی  هایاستفاده از ترکیب سایر الگوریتمافزایش داد. 

تواند تا حد زیادی نقاط ضعف و فرا ابتکاری میو 

ها را برطرف نموده و عملکرد مشکلات این الگوریتم

گردد روش ها را بهبود بخشد. از این رو پیشنهاد میآن

 سازی گرگجای استفاده از الگوریتم بهینهپیشنهادی به

این  های مطرح دربا سایر الگوریتم یی،تنهابهخاکستری 

بندی فازی خودکار خوشه زمینه ترکیب و جهت

 گرفته شود. کاربه

بندی فازی در روش پیشنهادی، از الگوریتم خوشه

FCM استفاده  پوشان،های همنرم داده بندیجهت خوشه
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ر از سایها، توان با توجه به کاربرد و ماهیت دادهشد. می

های نرم و یا سخت، مانند روش یبندهای خوشهروش

اده نمود. استف بر چگالیهای مبتنیروش مراتبی یاسلسله

ان برای کارهای آینده مطرح تواز دیگر پیشنهاداتی که می

های دیگر جهت ارزیابی نمود، استفاده از شاخص

، از دو FCM-MOGWO. در الگوریتم بندی استخوشه

عنوان ( بهOSی )جدای-( و همپوشانیmJمعیار فشردگی )

وان تتوابع هدف استفاده شده است. در کارهای آینده می

ها را با توجه به نیاز و ماهیت هر دو معیار یا یکی از آن

مسئله با معیارهای مناسب جایگزین نمود و کارایی 

 الگوریتم را افزایش داد. 
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